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1. Executive Summary

This deliverable reports on the ongoing activities related to the improvement of the Karlsruhe humanoid
head, the sensor and control system of the pneumatic-driven five-fingered hand and gives a brief description
of the developed and implemented software interfaces which are necessary for the integration of developed
components in other work packages of the project.

The Karlsruhe humanoid head has been improved in terms of the extension of its sensorimotor capabilities
to allow the implementation of several visual tasks on an active humanoid head. Accuracy tests have been
performed, a kinematics calibration procedure for the robot eyes has been developed and both closed-loop
and open-loop control strategies have been implemented and tested.

Due to the limitations of the FSR-based cursor navigation sensors used so far in the robot platforms at
SDU and UniKarl, first prototypes of new tactile sensors based on capacitive sensing technology has been
developed. First experimental results reveal good characteristics in terms of sensitivity. Furthermore, a
hybrid position/force controller for the pneumatic-driven five-fingered hand has been developed and tested.

Section 3 gives a brief overview on the extension of the ARMAR software interfaces to allow the integration
of various components that have been developed in other work packages and Section 4 summarizes the
communication activities between the different partners.

2. Hardware Development

2.1 Further Development of the Karlsruhe Humanoid Head

We continued our work on the Karlsruhe Humanoid Head and the extension of its sensorimotor capabilities.
Open-loop and closed-loop control strategies have been implemented and tested in the context of the imple-
mentation of several tasks such as foveation, object recognition and 3-D active vision methods. For more
details the reader is referred to [A] and [C].

2.1.1 Head Accuracy

In [A] we evaluated the repeatability of joint movements on the Karlsruhe Humanoid Head. Therefore, a
series of measurements on the basis of visual data was performed. A calibration rig was positioned at a fix
location in front of the cameras. During the test procedure, all joints of the head were actuated successively.
After moving, the head returned to its initial position and the pose of the calibration rig was determined
visually.

Figure 1 illustrates the standard deviation of all angles as well as the minimum and maximum angle errors.
The mean of all measured angles per joint was assigned to 0 degrees. The results show that the last five joints
in the kinematic chain achieve an accuracy of about±0.025◦. The neck pitch and neck roll joints achieve an
accuracy of about ±0.13◦ and ±0.075◦, respectively. The larger inaccuracy in these joints originates from
dynamic effects in the gear belt driven joints caused by the weight of the head. The theoretically achievable
accuracy can be derived from the number of encoder ticks which encode a rotation of one degree for a
joint. Using these values, the maximum accuracy lies between 0.0027◦ and 0.0066◦. The accuracy of the
measurement process was measured with about ±0.001◦.
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Figure 1: Accuracy of joint position during the repeatability tests. Each joint of the head was moved to the
zero position starting from non-zero configurations 100 times. The pose of the head was measured visually
using a calibration rig. The position error of the joints was measured using computer vision methods. The
plot illustrates standard deviation, minimum and maximum of the joint angle errors in degrees.

2.1.2 Kinematic Calibration

We continued our work on kinematic calibration of the active camera system. Improvements were made
concerning the accuracy of the approach. Furthermore, we evaluated the derived calibrated kinematic model
in stereo triangulation and saccadic eye movement tasks. Figure 2(a) shows the first two DoF of the head-eye
system that were used in the calibration procedure for stereo triangulation. The aim of the calibration was to
determine the unknown transformations BL and BR between the optical center of the perspective cameras and
the joint axes of left eye pan and right eye pan. A non-linear least squares approach was used to determine
the unknown transformations from a set of extrinsic camera calibrations. Details of the calibration procedure
are explained in [D]. Figure 2(b) shows the accuracy of the calibrated model in a stereo triangulation task
with actuated eyes. Position errors of less then 1.5 cm could be achieved in manipulation distance.
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(a) Transformations involved in the kinematic calibration process for ac-
tive stereo calibration. The aim was to find the unknown transformation
BL,BR in order to derive Hstereo for actuated eyes.
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(b) Accuracy of stereo triangulation using the cali-
brated model. The translational part of the error is
shown for different distances of the test object.

Figure 2: Kinematic calibration of the active camera system of the head.
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2.1.3 Control Strategies

Two different control strategies were implemented on the Karlsruhe Humanoid Head: closed-loop control
and open-loop control. In closed-loop control, usually visual feedback is used in order to derive the position
error of the eyes iteratively. In contrast, open-loop control does not depend on visual feedback but uses the
kinematic model of the system to determine the desired posture. While closed-loop control can be applied
to a wide range of problems concerning with foveation, there are cases where the necessary visual feedback
cannot be provided, e.g. during the acquisition of unknown objects where the object model required for
generation of visual feedback is unknown. Closed-loop control was implemented based on the approach
proposed in [3] and integrated into the head control software. The approach uses a cascade of PD controllers,
which are based on simplified mappings between visual coordinates and joint angles rather than on a full
kinematic model. The open-loop control was implemented for the head-eye system on the basis of the
kinematic calibration procedure described in the previous section. The open-loop control strategy can be
divided into two problems. First an accurate kinematic model for the involved joints is established, and
second the inverse kinematics problem is solved using the obtained kinematic model. Figure 3 shows the
accuracy of open-loop control based on differential kinematics using a calibrated kinematic model.
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Figure 3: Accuracy of a saccadic eye movement tasks. The target object was positioned at arbitrary locations
and different distances. The error is given in pixels.

2.2 Further Development of Tactile sensors for the five-fingered Hand

This work focusses on the investigation of new tactile sensor technologies needed for haptic exploration and
advanced grasping on ARMAR as well as on the implementation of a hybrid position/force control for the
pneumatic-driven five-fingered hand.

2.2.1 New tactile sensors for the five-fingered Hand

The characteristics of the FSR-based cursor navigation sensors presented in D1.1.1 from the last reporting
period have been further investigated to identify their limitations as well as methods for technical improve-
ment. The sensor system is used in robot platforms at SDU and UniKarl and works in a reliable way on
both robot platforms. However, experiments revealed that the level of sensitivity still should be increased to
enable haptic exploration of unknown objects. A reliable improvement of the sensitivity by modifying the
sensor actuation layer as proposed earlier could not be achieved. Furthermore, full coverage of the robot
hand with such kind of sensors or skin segments was impossible due to the fact that the sensing area of
each sensor element is embedded in a small but insensitive carrier frame. Therefore, our work focusses
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Figure 4: Finger tip with capacitive tactile sensor (left) and capacitive sensor electronics (right).

on the investigation of alternative tactile sensing technologies that provide better sensitivity and coverage
features. A promising approach is the deployment of highly integrated capacitive touch controllers as they
have become available recently with the spread of hardware devices offering human machine interfaces via
touch, e.g. in cell phones. Based on this capacitive sensing technology, we have developed a prototype of a
finger tip sensor for the five-fingered robot hand. The finger tip is fully covered with a touch sensing layer
subdivided into twelve separate sensing regions (see Figure 4).

Such capacitive sensors may be designed in a great variety of shapes by using flexible electrode materials. In
our case it was possible to create a sensor covering the complete surface of a robot finger tip, which allows
the detection of contacts in all directions as it may occur during operation in unstructured environments.

An elastic silicone layer and a conductive electrode layer encompass the fingertip sensor. The sensor elec-
tronics PCB is situated inside the fingertip. As in the case of the FSR-based cursor navigation sensors, the
capacitive sensor offers an I2C-bus based communication interface to connect to the micro-controller of the
robot hand.

The sensor is currently being evaluated. It offers continuous measurement characteristics and does not
exhibit a lower force limit during measurement as it is the case with FSRs. This results in significantly
better sensitivity. First results indicate very sensitive force characteristics. Subject to investigation are the
capacitive interferences between sensor regions, long term stability and methods of calibration of the sensor.

2.2.2 Hybrid position/force hand control

Significant progress was made in the development of a hybrid position/force controller for the five-fingered
robot hand. The complete sensor system comprising nine miniature pressure and eight joint position sensors
has been integrated into the left hand of the humanoid robot ARMAR-IIIb at UniKarl (see Figure 5, for
detailed information the reader is referred to [B].). The robot hand offers eight active controllable degrees
of freedom. A low-level controller has been developed, which allows the specification of both pressure
and position targets for the joint actuators. The balance between the targets is adjustable according to
the desired task the hand is executing, thus allowing active compliance control. Furthermore, diagnostic
information is generated by the control software comprising the estimated leakage rate and external force
for each joint actuator. The external force estimate serves as additional proprioceptive sensory feedback
and complements the application of tactile sensors for detecting contact between the robot’s fingers and
an object. As the actuators exhibit individual force transmission characteristics, the controller parameters
currently are adjusted for optimal control performance in a final step. In Figure 6, the typical time responses
of the actual joint angle, actuator pressure and the external force estimates are shown.
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Figure 5: Pneumatic robot hand with sensors, valves and control system.
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Figure 6: Response characteristics of a joint angle step command sequence for the index proximal joint
(left) and typical response to external disturbances at a joint angle command of 0.7 rad and maximum force
command (right). The three peaks in the pressure signal correspond to disturbances applied via external
force.

3. Software Interfaces on ARMAR

Robot interface: In D1.1.1 of the last report period, the so-called robot interface was presented, which
offers an API for convenient access to the robot’s sensors and actors. The provided abstraction levels
are skills, tasks, and scenarios. The robot interface is being constantly extended. One important skill
that has been added is a general purpose visual servoing skill, which allows for accurate vision-based
operational space control of the end-effector. This skill is complementary to conventional open-loop
inverse kinematics and is required for the integration of the grasp reflex on ARMAR-III (UniKarl,
SDU), grasping based on box decomposition (UniKarl, KTH), and pushing for grasping (UniKarl,
JSI).

Network interface: In order to communicate with ARMAR-III from external applications, the robot net-
work interface has been extended to provide access to the sensor and target values and the robot
interface API of ARMAR-III via TCP and UDP communication. Furthermore, the exchange of appli-
cation specific data is supported on scenario level. Several components, which have been integrated,
make use of the network interface, e.g. Q-Learning (UniKarl, BCCN), grasp reflex on ARMAR-III
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(UniKarl, SDU), grasping based on box decomposition (UniKarl, KTH) and grasp pushing (UniKarl,
JSI).

Tools for Computer Vision: In D1.2 of the first report period, the Integrating Vision Toolkit (IVT1) was
introduced, which serves as the framework for the integration of computer vision modules. For the
integration of the results from other partners, images must be provided that satisfy the assumptions
made by the modules to be integrated. Depending on the module, the necessary image transformations
are rectification and undistortion. For this purpose a highly optimized image mapping routine has been
implemented that outperforms the OpenCV implementation by a factor of 4. Furthermore, calibration
data and projection matrices are provided also for the transformed images, as it is required by the
CoVis software for the integration of the grasp reflex on ARMAR-III (UniKarl, SDU).

Image Transmission: The integration of vision components that are implemented as external applications
by the partners requires transmission of the camera images. For this purpose, the robot interface has
been extended by a module that allows for image transmission by using the above-mentioned network
interface. Depending on the application, the raw images or compressed images are transmitted. This
interface is used for the integration of the grasp reflex on ARMAR-III (UniKarl, SDU).

Master Motor Map: In D8.2.2 of the last report period, the Master Motor Map (MMM) [1] was intro-
duced, which serves as an exchange data format for human joint angle trajectories by defining a
reference kinematics model. In [1], segment lengths of the body parts are not included. In [2] (see
attached paper from D8.2.3 from this report period), the MMM has been extended to include seg-
ment lengths as well as a designated target object position. This extension allows for representation
of human joint angle trajectories of goal-directed actions. The MMM is used for the integration of
contributions related to action synthesis (UniKarl, JSI) as well as grasp recognition and mapping to
ARMAR (UniKarl, KTH).

4. Communication between the groups

The members held a number of meetings and phone conferences, which will be listed in the activity report.
In addition, there were numerous one-to-one discussions between the subgroup members as well as bilateral
visits of project members on the sites of the partners. The meetings related to integration efforts took place
as follows:

20-21 November 2008 General meeting in Ljubljana attended by all work package leaders.

8 January - 25 March 2008 Visit of Dennis Herzog (AAU) in Ljubljana (JSI). Work on the implementation
of parametric hidden Markov models on HOAP-3.

14-22 April 2008 Work on integration of the object representation (”Feature Hierarchies”) of ULg with the
visual primitives (CoViS) developed in Odense. Focus on applying the resulting system on object
pose estimation.

5-23 May 2008 Summer school with participations of members from all partners (see D9.2.2).

13-23 May 2008 Andrej Kos and Ales Ude (JSI) visited Karlsruhe (UniKarl) to work on the transfer of
goal-directed action synthesis to ARMAR.

1 July - 31 August 2008 Ales Ude (JSI) visited ATR (Japan) to experiment with visuomotor processes
needed to implement goal-directed action synthesis.

1http://ivt.sourceforge.net
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20 August - 7 September 2008 Nils Adermann (UniKarl) visited Edinburgh to work on the integration of
high-level planning (PKS) to ARMAR.

26 September 2008 Visit of Norbert Krüger (SDU) at BCCN. Discussion on semantic scene graphs

1-2 October 2008 Meeting in Karlsruhe attended by Florentin Wörgötter (BCCN), Norbert Krüger (SDU),
Christopher Geib (UEDIN), Rüdiger Dillmann (UniKarl) and Tamim Asfour (UniKarl). Discussion
on learning and planning issues.

2-17 October 2008 Visit of Renaud Detry (ULg) in Odense (SDU). Integration of the grasp reflex software
of SDU with the grasp densities of ULg. Continued integration of the object representation (”Feature
Hierarchies”) with the visual primitives (CoViS).

5-9 October 2008 Minija Tamosiunaite (BCCN) visited JSI to prepare an experiment for learning of filling
actions using reinforcement learning.

9-15 October 2008 Nicolas Pugeault in Odense (SDU). Work on pose estimation.

20-30 October Mila Popovic (SDU) visited Karlsruhe to work on the integration of CoVis and grasp reflex
on ARMAR.

11-22 November 2008 Minija Tamosiunaite and Florentin Wörgötter (BCCN) visited JSI to work on the
implementation of reinforcement learning on HOAP-3.

Skype conferences Multiple Skype calls between SDU and UEDIN to discuss ongoing integration of high-
level plan execution monitoring on the SDU robot/vision platform.

Skype conferences Multiple Skype calls between UniKarl and UEDIN to discuss the design of the high-
level planning domain for the UniKarl kitchen environment, and PKS software integration on the
ARMAR robot platform.

Planned visits
2-13 March 2009 Visit of Alejandro Agositin (CISC) in Karlsruhe. Work on the integration of the rule

learning system on ARMAR.

2-6 March 2009 Visit of Aleš Ude (JSI) in Karlsruhe. Work on the generalization of example movements
with dynamic systems.

14-30 April 2009 Visit of Javier Romero (KTH) and Dennis Herzog (AAU) in Karlsruhe. Work on the
integration of grasp recognition and action recognition and synthesis on ARMAR.

19-24 April 2009 Visit of Damir Omrcen (JSI) in Karlsruhe. Working on integration of pushing for grasp-
ing on ARMAR.
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Abstract— The design and construction of truly humanoid
robots that can perceive and interact with the environment
depends significantly on their perception capabilities. In this
paper we present the Karlsruhe Humanoid Head, which has
been designed to be used both as part of our humanoid robots
ARMAR-IIIa and ARMAR-IIIb and as a stand-alone robot head
for studying various visual perception tasks in the context of
object recognition and human-robot interaction. The head has
seven degrees of freedom (DoF). The eyes have a common tilt
and can pan independently. Each eye is equipped with two digital
color cameras, one with a wide-angle lens for peripheral vision
and one with a narrow-angle lens for foveal vision to allow simple
visuo-motor behaviors. Among these are tracking and saccadic
motions towards salient regions, as well as more complex visual
tasks such as hand-eye coordination. We present the mechatronic
design concept, the motor control system, the sensor system and
the computational system. To demonstrate the capabilities of the
head, we present accuracy test results, and the implementation
of both open-loop and closed-loop control on the head.

I. INTRODUCTION

The design and construction of cognitive humanoid robots
that can perceive and interact with the environment is an
extremely challenging task, which significantly depends on
their perceptive capabilities and the ability of extracting mean-
ing from sensor data flows. Therefore, the perception system
of such robots should provide sensorial input necessary to
implement various visuomotor behaviors, e.g. smooth pursuit
and saccadic eye-movements targeting salient regions, and
more complex sensorimotor tasks such as hand-eye coordi-
nation, gesture identification, human motion perception and
imitation learning. Our goal is the design and construction of
a humanoid head that allows the realization of such behaviors
and to study higher level development of cognitive skills in
humanoid robots.

Most current humanoid robots have simplified eye-head
systems with a small number of degrees of freedom (DoF).
The heads of ASIMO [1], HRP-3 [2] and HOAP-2 [3] have
two DoF and fixed eyes. However, the design of humanoid
systems able to execute manipulation and grasping tasks,
interact with humans, and learn from human observation
requires sophisticated perception systems, which are able to
fulfill the therewith associated requirements. Humanoid robots
with human-like heads have been developed for emotional
human-robot interaction ([4], [5]) and for studying cognitive
processes ([6], [7], [8]).

The design of artificial visual systems which mimic the
foveated structure is of utmost importance for the realization
of such behaviors. However, current sensor technology does
not allow to exactly mimic the features of the human visual

Fig. 1: The Karlsruhe humanoid head as part of the humanoid
robot ARMAR-III. The head has two eyes and six micro-
phones. Each eye has two camera

system because camera systems that provide both peripheral
and foveal vision from a single camera are still experimental.
Therefore, several humanoid vision systems have been realized
using two cameras in each eye, i.e. a narrow-angle foveal
camera and a wide-angle camera for peripheral vision ([9],
[10], [11], [12], [7]).

A retina-like vision sensor has been presented in [13] and
a tendon driven robotic eye to emulate human saccadic and
smooth pursuit movements has been presented in [14]. In [15],
the biomimetic design of a humanoid head prototype with
uncoupled eyes and vestibular sensors is presented.

In this paper, we present a new humanoid head with
foveated vision (see Fig. 1), which has been developed as
part of the humanoid robot ARMAR-III [16] and as a stand-
alone vision system providing an experimental platform for
the realization of interactive service tasks and cognitive vision
research. In the next section we present the requirements for
the development of the humanoid head. Section III provides
the details about the motor, sensor and computation system of
the head. The resulting accuracy tests and the realized head
control strategies are presented in Section IV and V.



II. SYSTEM REQUIREMENTS

In designing the humanoid head, we paid special attention
to the realization of foveation as several visual task e.g.
object recognition, can benefit from foveated vision. Using two
cameras in each eye, a humanoid robot will be able to bring
the object into the center of the fovea based on information
from the peripheral cameras. This is necessary because the
area of interest, e. g. an object that is tracked by the robot,
can easily be lost from the fovea due to its narrow field of
view. It is much less likely that the object would be lost from
the peripheral images, which have a wider field of view. On
the other hand, operations such as grasping can benefit from
high precision offered by foveal vision. The following design
criteria were considered:
• The robot head should be of realistic human size and

shape while modeling the major degrees of freedom
(DoFs) found in the human neck/eye system, incorpo-
rating the redundancy between the neck and eye DoF.

• The robot head should feature human-like characteristics
in motion and response, that is, the velocity of eye
movements and the range of motion will be similar to
the velocity and range of human eyes.

• The robot head must allow for saccadic motions, which
are very fast eye movements allowing the robot to rapidly
change the gaze direction, and smooth pursuit over a wide
range of velocities.

• The optics should mimic the structure of the human eye,
which has a higher resolution in the fovea.

• The vision system should mimic the human visual system
while remaining easy to construct, easy to maintain and
easy to control.

• The auditory system should allow acoustic localization in
the 3D workspace.

With this set of requirements, we derive the mechatronical
design of the humanoid head.

III. SPECIFICATION OF THE HEAD

A. Head Kinematics

The neck-eye system in humans has a complex kinematics
structure, which cannot be modeled as a simple kinematic
chain due to the sliding characteristics of the articulations
present in it. However, our goal is not to copy the anatomical
and physiological details of the neck-eye system but rather to
build a humanoid head that captures the essence and nature
of human’s head movements. The neck kinematics has been
studied in human biomechanics and standard models of the
human neck system have four DoF [17]. Each human eye is
actuated by six muscles, which allows for movements around
the three axis in space.

The kinematics of the developed head is shown in Fig. 2.
The neck movements are realized by four DoF: Lower pitch,
roll, yaw and upper pitch (θ1, . . . , θ4), where the first three
DoF intersect in one point. The vision system has three DoF
θ5, θ6 and θ7, where both eyes share a common tilt axis
(θ5) and each eye can independently rotate around a vertical

upper pitch

Eyes tilt
Right 

eye pan
Left 

eye pan

yaw

lower pitch

roll

lower pitch

Fig. 2: The kinematics of the head with seven DoF arranged
as lower pitch (θ1), roll (θ2), yaw (θ3), upper pitch (θ4), eyes
tilt (θ5), right eye pan (θ6) and left eye pan (θ7).

axis (θ6 and θ7). These three DoF allow for human-like eye
movements. Usually, human eyes can also rotate slightly about
the direction of gaze. However, we decided to omit this DoF
because the pan and tilt axes are sufficient to cover the visual
space.

B. Motor System

The head has seven DoF. Each eye can independently rotate
around a vertical axis (pan DoF), and the two eyes share a
horizontal axis (tilt DoF). All seven joints are driven by DC
motors. For the pan joints we chose the brushless Faulhaber
DC motor 1524-024 SR with backlash-free gear, IE2-512
encoder, 18/5 gear with 76:1 gear ratio, torque 2, 5 mNm,
and a weight of 70 g. For the tilt joint we chose the Harmonic
Drive motor PMA-5A-50 with backlash-free gear, 50:1 gear
ratio, and torque 0, 47 Nm. For the four neck joints we chose
brushless Faulhaber DC motors with IE2-512 encoders. The
calculation of the actuators characteristics was based on the
desired specifications and the moment of inertia, as well as
the different weight of components, which were given by the
CAD software.

C. Sensor System

1) Vision System: To perform various visuo-motor be-
haviours it is useful to first identify regions that potentially
contain objects of interest and secondly analyze these regions
to build higher-level representations. While the first task is
closely related to visual search and can benefit from a wide
field of view, a narrower field of view resulting in higher-
resolution images of objects is better suited for the second
task. While the current technology does not allow us to exactly
mimic the features of the human visual system and because
camera systems that provide both peripheral and foveal vision
from a single camera are still experimental, we decided for an
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Fig. 3: The humanoid head with seven DoF arranged as lower
pitch, roll, yaw, upper pitch, eyes tilt, left eye pan and right
eye pan.

alternative that allows to use commercially available camera
systems, which are less expensive and more reliable.

Therefore, foveated vision in our head is realized using two
cameras per eye, one with a wide-angle lens for peripheral
vision and one with a narrow-angle lens for foveal vision. We
use the Point Grey Research Dragonfly2 IEEE-1394 camera
in the extended version (www.ptgrey.com). The extended
version allows the CCD to be located up to 6 inches away
from the camera interface board. This arrangement helps with
accessing hard to reach places, and with placing the lens
into a small volume. Since the cameras are very light and
are extended from the interface board by a flexible extension
cable, they can be moved with small and low-torque servos.

The cameras can capture color images at a frame rate of up
to 60 Hz. They implement the DCAM standard, and transmit a
raw 8 bit Bayer Pattern with a resolution of 640×480, which is
then converted on the PC to a 24 bit RGB image. The cameras
have a FireWire interface, which is capable of delivering
data rates of up to 400 Mbps. The benefit of transmitting
the Bayer Pattern is that only a third of the bandwidth is
needed for transmitting the color image without loosing any
information. Thus, it is possible to run one camera pair at a
frame rate of 30 Hz and the other at a frame rate of 15 Hz,
all being synchronized over the same FireWire bus, without
any additional hardware or software effort. Running the foveal
cameras, which have a smaller focal length and thus a narrower
view angle, at a lower frame rate is not a drawback because
these cameras are not crucial for time critical applications such
as tracking, but are utilized for detailed scene analysis, which
does not need to be performed at full frame rate in most cases
anyway.

The camera is delivered as a development kit with three
micro lenses with the focal lengths 4, 6, and 8 mm. In addition,
one can use micro lenses with other focal lengths as well. We

have chosen a 4 mm micro lens for the peripheral cameras
and a 12 mm micro lens for the narrow angle cameras.

2) Audio System: The head is equipped with a six channel
microphone system for 3D localization of acoustic events.
As acoustic sensors, off-the-shelf miniature condensor micro-
phones were selected. One microphone pair is placed at the ear
locations in the frontal plane of the head. Another microphone
pair is placed on the median plane of the head at the vertical
level of the nose, one microphone on the face side and one
microphone at the back of the head. The third microphone
pair is mounted on the median plane but at the level of the
forehead.

For each microphone a pre-amplifier with phantom power
supply is required. These units are commercially not available
in the required dimensions. Therefore, a miniature six channel
condenser microphone preamplifier with integrated phantom
power supply was developed as a single printed circuit board
(PCB) with dimensions of only 70 × 40 mm. The amplified
microphone signal is conducted to a multi-channel sound card
on the PC side. The acoustic sensor system proved high
sensitivity for detecting acoustic events while providing a
good signal to noise ratio. In preliminary experiments we
successfully performed audio tracking of acoustic events.

3) Inertial System: Though the drives of the head kine-
matics are equipped with incremental encoders, we decided
to add a gyroscope-based orientation and heading refer-
ence sensor. The sensor is an integrated attitude and head-
ing reference system manufactured by the XSense company
(www.xsens.com). It provides drift-free 6D orientation and
acceleration measurement data and interfaces to a host PC
(head control PC) via USB. The sensor will serve as a robot-
equivalent sense of balance. It is especially useful for calibra-
tion and referencing of the head attitude and the detection of
the body posture. In conjunction with the kinematics model
and incremental encoder readings, partly redundant informa-
tion about heading and orientation of the head is determined,
which may further be used for diagnostics purposes. This is
superior to the exclusive deployment of encoder readings as
the kinematic model exposes uncertainty due to mechanical
tolerances. Currently, the support of the attitude reference
system in the head positioning control software is being
implemented.

D. Computational System

The head (visual and motor system) are controlled by
three Universal Controller Module (UCoM) units for low-
level motor control and sensory data acquisition: The UCoM
is a DSP-FPGA-based device which communicates with the
embedded PCs via CAN-Bus [18]. By using a combination
of a DSP and a FPGA, a high flexibility is achieved. The
DSP is dedicated for calculations and data processing, whereas
the FPGA offers the flexibility and the hardware acceleration
for special functionalities. One off-the-shelf PC104 with a
Pentium 4 with 2 GHz processor and 2 GB of RAM run-
ning under Debian Linux, kernel 2.6.8 with the Real Time
Application Interface RTAI/LXRT-Linux is used for motor



control. The PC is equipped with a dual FireWire card and
a CAN bus card. The communication between the UCoMs
and the PC104 system takes place via CAN bus. The basic
control software is implemented in the Modular Controller
Architecture framework MCA2 (www.mca2.org). Table I
summarizes the motor, sensor and computational system of
the humanoid head.

IV. HEAD ACCURACY

In order to prove the accuracy of the head, we evaluated
the repeatability of joint positioning, which gives a good hint
on the feasibility of the design and construction of the head.
In contrast to tests on absolute accuracy, the knowledge of
an approximated kinematic model of the head is sufficient for
repeatability test.

In the following, the positioning accuracy of the left camera
of the head was measured visually. Therefore, a calibration
pattern was mounted in front of the calibrated camera. With
the extrinsic camera parameters, the position of the calibration
pattern was determined. Using an approximated model of the
kinematics, the position could be transformed to each rotation
axis and projected to the plane perpendicular to the axis. The
angle between two projected positions describes the relative
movement of the corresponding joint.

In the course of one test cycle, one joint was rotated to
the positions 10◦ and -10◦ relative to the zero position. After
each actuation, the joint returned to the zero position and the
angle was measured as described above. For each joint this
procedure was repeated 100 times.
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Fig. 4: Results of the head accuracy test for all seven joints
of the head (from bottom to top). Each joint of the head was
moved to the zero position starting from non-zero configura-
tions 100 times. The position error of the joints was measured
using computer vision methods. The plot illustrates standard
deviation, minimum and maximum of the joint angle errors in
degrees.

Fig. 4 illustrates the standard deviation of all angles as well
as the minimum and maximum angle errors. The mean of
all measured angles per joint was assigned to zero degree.

The results show that the last five joints in the kinematic
chain achieve an accuracy of about ±0.025◦. The neck pitch
and neck roll joints (θ1 and θ2 in Fig. 2) achieve an accu-
racy of about ±0.13◦ and ±0.075◦ respectively. The larger
inaccuracy in these joints originates from dynamic effects
caused in the gear belt driven joints by the weight of the
head. The theoretical achievable accuracy can be derived
from the number of encoder ticks which encode one degree
of rotation for a joint. Using these values, the maximum
accuracy lies between 0.0027◦ and 0.0066◦. The accuracy of
the measurement process was measured with about ±0.001◦.

V. HEAD CONTROL STRATEGIES

Movements of the head and eyes are usually initiated by
perceptual stimuli from the somatosensory, auditory or visual
system. The goal of such movements consists of focusing
the source of a stimuli with the camera system for further
visual inspection. There are essentially two possible strategies
to execute the required movements: closed-loop control and
open-loop control. In closed-loop control, usually visual feed-
back is used in order to derive the position error of the eyes
iteratively. In contrast, open-loop control does not depend on
visual feedback but uses the kinematic model of the system
to determine the desired posture. While closed-loop control
can be applied to a wide range of problems concerning with
foveation, there are cases where the necessary visual feedback
cannot be provided, e.g. during the acquisition of unknown
objects where the object model required for generation of
visual feedback is unknown.

In the following sections we will present the implementa-
tions of both open-loop and closed-loop control strategies on
the developed head.

A. Open-loop control

Open-loop control only depends on the current state and the
kinematic model of the system. In order to direct the gaze of
the head-eye system to a specific position in Cartesian space,
the joint positions for all involved joints can be derived by
solving the inverse kinematics problem. With this in mind, the
open-loop control strategy can be divided into two problems.
First an accurate kinematic model for the involved joints has
to be established, second the inverse kinematic problem has
to be solved on base of the kinematic model. In the following
we will describe solutions to both problems as implemented
for the eye system of the Karlsruhe Humanoid Head.

The exact kinematic model of the head-eye system is not
known because of inaccuracies in the construction process and
because of the unknown pose of the optical sensors of the
cameras in relation to the kinematic chain. In order to derive
a more accurate kinematic model, a kinematic calibration
process is performed. The classical formulation of the head-
eye calibration problem (see [19], [20]) is extended with a
model that prevents the introduction of methodical errors into
the calibration process. For more details, the reader is referred
to [21]. The procedure does not assume that the rotation axes
of two joints intersect. Extrinsic camera calibration matrices



TABLE I: Overview on the motor, sensor and computational systems of the humanoid head.
Kinematics 3 DoF in the eyes arranged as common eyes tilt and independent eye pan.

4 DoF in the neck arranged as lower pitch, roll, yaw and upper pitch.
Actuator DC motors and Harmonic Drives.
Vision system Each eye is realized by two Point Grey Dragonfly2 color cameras in the extended version with a

resolution of 640× 480 at 60 Hz. (See www.ptgrey.com).
Auditory system Six microphones (SONY ECMC115.CE7): two in the ears, tow in the front and two in the rear of

the head.
Inertial system Xsens MTIx gyroscope-based orientation sensor, which provides drift-free 3D orientation as well as

3D acceleration. (See www.xsens.com).
Universal Controller
Module (UCoM)

Three UCoM units for motor control: The UCoM is a DSP-FPGA-based device, which communicates
with the embedded PCs via CAN-Bus. By using a combination of a DSP and a FPGA, a high
flexibility is achieved. The DSP is dedicated to calculations and data processing, whereas the FPGA
offers the flexibility and hardware acceleration for special functionalities.

Control PC Embedded PC with a dual FireWire card and a CAN card. Communication between the UCoMs and
the PC104 system takes place via CAN bus.

Operation System The embedded system is running under Linux, kernel 2.6.8 with Real Time Application Interface
RTAI/LXRT-Linux (Debian distribution).

Control Software The basic control software is implemented within the Modular Controller Architecture framework
MCA (www.mca2.org). The control parts can be executed under Linux, RTAI/LXRT-Linux,
Windows or Mac OS, and communicate beyond operating system borders.
Graphical debugging tool (mcabrowser), which can be connected via TCP/IP to the MCA processes
to visualize the connection structure of the control parts.
Graphical User Interface (mcagui) with various input and output entities.
Both tools (mcabrowser and mcagui) provide access to the interfaces and control parameters at
runtime.

Integrating Vision
Toolkit (IVT) 1

Computer vision library, which allows to start the development of vision components within minimum
time and provides support for the operating systems Windows, Linux, and Mac OS. The library
contains a considerable amount of functions and features like the integration of various cameras,
generic and integrated camera models and stereo camera systems, distortion correction and rectifi-
cation, various filters and segmentation methods, efficient mathematical routines, especially for 3-D
computations, stereo reconstruction, particle filter framework, platform-independent multithreading,
convenient visualization of images and the integration of the library Qt for the development of
Graphical User Interfaces.

C(αi) relative to a static calibration pattern are collected while
the joint j to be calibrated is moved to different positions
αi. Fig. 5 illustrates the involved transformation matrices in
the calibration. The transformation F from the static joint
coordinate system Xj0 to the world coordinate system Xw

remains constant over different actuations of the joint αi.
The matrix F can be rewritten using the extrinsic camera
calibration C(αi), the rotation of the joint to be calibrated
Hj(αi) and the desired calibration matrix B in the following
way:

Fi = C(αi)
−1

BHj(αi), (1)

where i denotes the index of the extrinsic calibration data.
The calibration matrix B is calculated using a non-linear least
squares optimization approach using the difference of two
matrices Fi and Fk which belong to two different sets of
extrinsic calibrations as the target function for optimization:

min
N−1∑
k=1

||Fi − Fk|| (2)

The calibration procedure has been applied to the eye tilt,
left eye pan and right eye pan joints.

In order to direct the gaze of the eye system, the optical
axes of the respective cameras have to be aimed at a given

1ivt.sourceforge.com

Fig. 5: Coordinate systems and transformations required in the
kinematic calibration process.

point ~x in Cartesian space. For this purpose, the kinematic
model resulting from the calibration process is extended with a
virtual prismatic joint which is attached to the optical center of
the cameras and which slides along the optical axis. Therefore,
the movement of each camera can be described with the three-
dimensional joint space vector ~θ = (θtilt, θpan, θvirt)T , which
corresponds to a rotation around the eye tilt and around the
eye pan axes and a translation along the optical axis. For each
camera, the joint velocities that move the gaze toward the point
~x are calculated using the inverse reduced Jacobian:

 θ̇tilt

θ̇pan

θ̇virt

 = J−1
r (~θ)

 ẋ

ẏ

ż

 (3)



Fig. 6: Simultaneous stereo view from peripheral (below) and
foveal cameras (above)

The reduced Jacobian Jr is derived from the kinematic
model using the geometrical method proposed by Orin et
al. [22]. Since the Jacobian is a regular matrix in R3×3, the
inverse J−1

r always exists. The joint error ∆~θ is calculated
iteratively by evaluating the product of the inverse Jacobian at
the current joint position ~θ and the Cartesian position error ∆~x.
In order to prevent solutions that are not reachable due to joint
limits, the joint positions ~θ are initialized with values close to
the correct positions using a simplified kinematic model from
the construction process of the head.

In order to bring an object at position ~x to the center of one
stereo camera pair, the inverse kinematic problem is solved for
both cameras and the common tilt joint is actuated with the
mean of both eye tilt target values.

B. Closed-loop control (Foveation Control)

Humanoid vision systems that realize foveation using two
cameras in each eye should be able to bring the object into the
center of the fovea based on information from the peripheral
cameras. This is necessary because the area of interest, e. g.
an object that is tracked by the robot, can easily be lost from
the fovea due to its narrow field of view. It is much less likely
that the object would be lost from peripheral images that have
a wider field of view. On the other hand, operations such as
grasping can benefit from high precision offered by foveal
vision. It is therefore advantageous to simultaneously use both
peripheral and foveal vision (see Fig. 6). Since the foveal
cameras are vertically displaced from the peripheral cameras,
bringing the object into the center of peripheral images will not
result in an object being projected onto the center of the foveal
images. It is, however, possible to show that by directing the
gaze so that the object center is projected onto the peripheral
image at position (x∗p, y

∗
p), which is displaced from the center

of the peripheral image in the vertical direction, we achieve
that the object is approximately projected onto the center of
the foveal image provided that the head is not too close to the
object.

The head has seven degrees of freedom: lower pitch, roll,

yaw, upper pitch, eyes tilt, right eye pan and left eye pan
(see Fig. 2). Instead of accurately modeling the kinematics
of the head for foveation, we rather realized a simplified
control system that exploits a rough knowledge about how
the object moves in the image when the head (neck and
eyes) moves. Obviously, moving the yaw axis (θ3) and the
eyes pan axes (θ6 and θ7) results in movement of an object
located in front of the head along the horizontal axis in
the images, whereas moving the lower and upper pitch axes
(θ1 and θ4) and the eyes tilt axis (θ6) result in movement
of the object along the vertical axis in the image. On the
other hand, a movement around the roll axis (θ2) results in
object movements along both axes. Head roll follows the head
lower pitch, therefore the above relationship is not completely
true for the head lower pitch when the head roll is equal to
zero. However, the approximation is good enough because the
system is closed-loop and can make corrective movements
to converge towards the desired configuration. Compared to
classic kinematic control, our approach has the advantage that
it does not change over the life time of the robot and we do
not need to recalibrate the system due to factors such as wear
and tear.

Computationally, to aid in coordinating the joints, we assign
a relaxation position to each joint and 2-D object position.
The relaxation position for the object is at (x∗p, y

∗
p) and the

eyes’ task is to bring the object to that position. The relaxation
position for the 3 eye joints is to face forward, and the head’s
task is to bring the eyes to that position. Further, the head
tilt and the 3 neck joints have a relaxation position, and the
control system attempts not too deviate too much from this
position. For example, if the object of interest is up and to
the left, the eyes would tilt up and pan left, causing the head
would tilt up and turn left.

The complete control system is implemented as a network
of PD controllers expressing the assistive relationships. As
mentioned above, the PD controllers are based on simplified
mappings between visual coordinates and joint angles rather
than on a full kinematic model. They fully exploit the redun-
dancy of the head. Below we illustrate the implementation of
the controller network by describing how the left eye pan and
head nod motion is generated. Other degrees of freedom are
treated in a similar way.

We define the desired change for self-relaxation, D, for each
joint,

Djoint =
(
θ∗joint − θjoint

)
−Kdθ̇joint, (4)

where Kd is the derivative gain for joints; θ is the current joint
angle; θ̇ is the current joint angular velocity, and the asterisk
indicates the relaxation position. The derivative components
help to compensate for the speed of the object and assisted
joints.

The desired change for the object position is:

DXobject =
(
x∗p − xobject

)
−Kdvẋobject, (5)

where Kdv is the derivative gain for 2-D object position; X
represents the x pixels axis; and xobject is 2-D object position



in pixels.
The purpose of the left eye pan (LEP ) joint is to move the

target into the center of the left camera’s field of view:

̂̇
θLEP = Kp ×

[
KrelaxationDLEP

−Ktarget→EP KvCLobjectDLXobject

+ Kcross-target→EP KvCRobjectDRXobject

]
, (6)

where ̂̇
θLEP is the new target velocity for the joint; L and R

represent left and right; Kp is the proportional gain; Kv is the
proportional gain for 2-D object position; Cobject is the track-
ing confidence for the object; and the gain Kcross-target→EP <
Ktarget→EP .

Head pitch joint (HP ) assists the eye tilt joint:

̂̇
θHP = Kp ×

[
KrelaxationDHP − KET→HP DET

]
. (7)

Other joints are controlled in a similar way. The controller
gains need to be set experimentally.

VI. CONCLUSIONS

In this paper, we presented the Karlsruhe Humanoid Head
as an active foveated vision system with two cameras per eye.
The head has a sophisticated sensor system, which allows the
realization of simple visuo-motor behaviors such as tracking
and saccadic motions towards salient regions, as well as more
complex visual tasks such as hand-eye coordination. The head
is used as part of our humanoid robots ARMAR-IIIa [16]
and ARMAR-IIIb, an exact copy of ARMAR-IIIa. Using the
active head, several manipulation and grasping tasks in a
kitchen environment have been implemented and successfully
demonstrated [23], where all perception tasks were performed
using the active head. In addition, seven copies of the head are
used as a stand-alone system in different laboratories in Eu-
rope in the context of oculomotor control, object recognition,
visual attention, human-robot interaction and vestibulo-ocular
control.

We also presented accuracy results of the head and the
implementation of both open-loop and closed-loop control
strategies on the head.
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Abstract—This paper presents the new robotic FRH-4 hand. 
The FRH-4 hand constitutes a new hybrid concept of an 
anthropomorphic five fingered hand and a three jaw robotic 
gripper. The hand has a humanoid appearance while 
maintaining the precision of a robotic gripper. Since it is 
actuated with flexible fluidic actuators, it exhibits an excellent 
power to weight ratio. These elastic actuators also ensure that the 
hand is safe for interacting with humans. In order to fully control 
the joints, it is equipped with position sensors on all of the 11 
joints. The hand is also fitted with tactile sensors based on cursor 
navigation sensor elements, which allows it to have grasping 
feedback and the ability for exploration.  
 
 

I. INTRODUCTION 
THE number of scenarios predicting the future use of 

robots in everyday life increases constantly [1-4]. One of the 
most important parts of a service robot is to manage safe 
interaction with humans and to manipulate objects. For social 
acceptance reasons a humanoid appearance is needed. Service 
robots are meant to operate in environments that are designed 
to be operated by the human hand. This is another reason why 
a service robot needs an anthropomorphic end-effector.  

During the past years several robotic hands were developed 
with fascinating manipulation abilities [5-15]. These hands 
have either built in actuators or have actuators mounted in the 
forearm region. In the case of the latter, the actuators are 
mostly connected to the joints by using tendon cables. 
However, to create a compliant system, complex mechanical 
designs and/or controlling systems are necessary. One way to 
achieve compliance is by using the series elastic actuators as 
shown in [12]. Another way is to use pneumatic actuators, 
which are compliant due to the compressibility of air [9-15]. 

In order to create a compliant, lightweight system that is 
easy to control and can be made available as a series, the new 
hand was developed. This includes providing a hand that is 
modularly and does not need any space proximal to the wrist 
so that it can basically be attached to any kind of robotic arm. 
For operation only air supply and a five wire cable is 
necessary. A complete evolution of the FRH hand series was 
developed at the Research Center Karlsruhe. The most recent 
hand, a further development of [20], the FRH-4 is topic of this 
paper. A prototype is shown in Figure 1. The design and 
characteristics of this hand are discussed in this paper. 

 
Fig. 1: The new FRH-4 hand  

 

II. CONCEPT OF THE NEW ANTROPOMORPHIC FLUID HAND 
FRH-4 

A. Kinematics 
The most significant property of the developed hand is that 

it represents a hybrid concept of an anthropomorphic 
humanoid hand and a robotic gripper. This characteristic turns 
the new hand into an ideal end-effector for humanoid robotics 
applications because it allows for precise and stable grasping 
over a wide range of grasping force. The arrangement of 
artificial joints and bones is shown in Figure 2f. The circles 
mark the joints and the lines mark the bones. The filled circles 
mark the position of joints that occupy an outstanding 
function. These joints are located in the palm of hand and are 
mainly responsible for the humanoid appearance of the hand. 
While the hand has a robotic body structure as shown in 
Figure 2f, it has a humanoid look with inflated palm actuators, 
as shown in Figure 1, and 8. This also describes the main 
differences to former FRH models. The passive flexible 
abduction joints were eliminated since they do not allow 
precise grasping. Figure 1, and 8 show fully functional 
prototypes of the FRH-4 hand. The joints of the distal 
phalanxes of the ring finger and the little finger have not been 
implemented yet.  
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The position with bent palm joints is the starting position 
for most of the grasping types needed. Figure 2 a)-e) shows 
the achievable grasping patterns. The significant difference to 
the formerly developed fluid hand FRH 1 [14, 15] is that here 
all the fingers are arranged parallel, so that precise grasping 
and controlling can be accomplished.  

The new hand has 8 independent degrees of freedom, two 
in each, thumb, index and middle finger, one coupled DOF for 
ring finger and small finger, and one, double actuated, in the 
palm of the hand. Another significance of the FRH-4 is the 
totally symmetric arrangement of all components which is 
shown Figure 2. The distance between two joints is 40 mm the 
width of the hand is 93 mm, which corresponds to a large 
human hand. The thumb is mounted opposite of the fingers 
exactly in the middle between index finger and middle finger. 
The symmetry allows precise controlling and freely 
programmable grasping patterns. The precise three jaw grasp 
is shown in Figure 3. 

 
Fig. 2: Schematic sketches of the realizable grip patterns (a-e) and basic 

outline of the hand structure (f). 

 

 
Fig. 3: Precise Three jaw grasp of the robotic hand 

This setup allows for high functionality and a wide range of 
movement. The maximum opening span of the hand is 120 
mm. In addition to adaptive grasping of varying objects the 
hand is able to use one of its fingers as an index finger in 
order to operate any type of switch or button. 

 
 
 
 
 

B. Actuation 
The new FRH-4 hand is actuated with flexible fluidic 

actuators as described in [20]. This actuation system consists 
of reinforced flexible bellows that are attached to a joint in a 
way so that they apply a torque to the joint by inflating the 
bellows. A principal setup of the system is demonstrated in 
Figure 4. All proximal finger joints are actuated with actuators 
20 mm in diameter. The distal phalanxes are moved with 
actuators 12 mm in diameter. The characteristic of the 12mm 
actuators is shown in the torque over angle plot in Figure 5. 

 
Fig. 4: Flexible fluidic actuators 20 mm (top), 12 mm (bottom) 

 
Fig 5: Torque vs. Angle plot for a 12 mm actuator 

 Another innovation of the new FRH-4 hand is that 
enhanced actuators are used with an effective diameter of 20 
mm. The characteristic torque curve of the 20 mm actuator 
can be seen in Figure 6. By comparing the two plots it 
becomes obvious that the new hand will have a higher 
grasping force than the FRH 2-3 hands built with the 12 mm 
actuator or will need lower actuation pressure respectively. 
The 20 mm actuator shows a three times higher torque at an 
applied pressure of 6 bar.  

 
 



 
Fig. 6: Torque vs. Angle plot for a 20 mm actuator 

Since there is no antagonist actuator in the joints, a 
retraction force is necessary to move the joints back to their 
starting position at 0°. In order to accomplish this requirement, 
tension springs or elastic rubber bands can be attached to each 
joint. The setup of one finger including actuators and 
retraction units is shown in Figure 7.  

The hand can be driven with any type of pressured air 
source. The FRH-4 hand is designed for an operating pressure 
of 6 bar. 

 
Fig.7: Side view of a finger including actuation and retraction unit 

In order to be able to operate and control the hand 
miniaturized valves were developed [21]. These valves are 
operated at a frequency of 200 Hz. 

The technical specifications of the new robotic hand can be 
summarized as shown in Table 1. 

 

C. Position Sensors 
Position measurement is carried out using low cost contact-

free 12-bit programmable magnetic rotary encoders of the 
type AS5045 provided by Austriamicrosystems. These 
encoders work in a contact-free manner and over a complete 
rotation of 360°. Figure 9 shows the integration of the two 
encoder parts, magnet and Hall sensor, in a joint. When 
magnet and sensor are precisely positioned the accuracy as 
described in the product specification provided by 
Austriamicrosystems could be proofed. 
 

       
Fig. 9: Integration of the parts of the position encoder in a joint 

D. Tactile Sensors 
The tactile sensor system for the robot hand uses Force 

Sensing Resistor (FSR) Technology [16] as a basis. This 
technology makes use of a resistive effect in the sensing 
material, which leads to a non-linear change in the electrical 
resistance, when a mechanical load is applied. The sensor 
system consists of integrated modules as PCBs with 

TABLE I 

TECHNICAL SPECIFICATIONS OF THE ROBOT HAND 

Parameters Dimensions 

Total weight 216 g 
Number of actuators  12 
Independent DOF 11 
Hand dynamics (grasping speed) 0 – 2 rad/sec 
Holding force (hook grasp) up to 110 N 
Average phalange contact force  (stable 
holding with a power grasp) from 1N 

Torque joint 12 mm actuator  (6 bar) up to 0.7  Nm 
Torque joint 20 mm actuator  (6 bar) up to 2.4  Nm 
Power supply prototype / optional 8.5 – 14 VDC 
Pressure supply air at 6 bar 
Interface external/internal CAN bus/I²C, 

SPI 
Frequency of valves 200 Hz 
Noise level (valves / 1 meter distance) 55 dB 
Length (wrist to fingertip) 149 mm 
Width 93 mm 



dimensions 30x12x4.5 mm, each carrying two FSR cursor 
navigation sensor elements from Interlink Electronics [17], as 
shown in Figure 10a. Similar sensors have been used for 
intrinsic force measurement in combination with a tactile 
sensor array [18]. This type of sensor has originally been 
developed as cursor navigation input device for hand held 
devices. It is therefore low cost and available off-the-shelf. 
The sensor elements provide a circular sensitive area with four 
distinct sectors as sub-sensors. A rubber actuation layer with 
small buckles at the centre of each sector was designed as a 
force concentrator that is attached to the sensor topside. The 
resistance characteristic of a sub-sensor using this actuation 
layer is shown in Figure 10b. It exhibits the typical wide 
dynamic range with high sensitivity in the lower force range 
and decreasing resolution towards higher forces until 
saturation. The characteristics were acquired by applying a 
mechanical load to individual sub-sensors and measuring the 
equivalent weight with a digital scale while the response in 
electrical resistance was measured. 

 

   
 
(a) Sensor array PCB with rubber 
actuation layer. 

(b) Characteristics of a subsensor 

Fig. 10: Tactile sensor system 

The resistance of the FSR elements is measured using the 
combination of a voltage divider circuit and an 8- channel 
Analog-Digital-Converter (ADC) with I²C interface [19] 
which allows for interconnection of up to 5 modules on a 
single I²C bus instance. Due to a limited set of available bus 
addresses for the selected ADC, this number may be increased 
by using a standard bus expander circuit to a maximum of 128 
devices in a two-level bus hierarchy. The I²C bus connection 
scheme was chosen for the availability and low costs of 
compatible devices and furthermore for its easy software 
interfacing and the low wire count. It is planned to attach a 
module to the proximal and distal phalanxes of index finger 
and middle finger, one to the distal phalanx of the thumb and 
two modules to the palm. The tactile sensor modules may be 
connected to either the hand controller unit or directly to a 
control PC for data processing. The described setup provides 
the structure for tactile exploration as described in [22] 

E. Controlling Unit 
The controlling concept is based on a decentralized concept. 

Hence each finger has a controller which has to collect all the 
data from the angle, pressure and tactile sensors. Then it has 
to interpret and transmit it via CAN-bus to the central 

controlling unit. The other important function the local 
controller has to accomplish is to interpret the received data 
transmitted trough the CAN-bus and process the data for the 
driver of the valves. 

 
The microcontroller was chosen in order to have several 

interfaces which can operate simultaneously to complete all 
the controlling tasks in a short time. 

For these reasons the microcontroller PIC24H256 provided 
by MICROCHIP was chosen. 

The PIC24H256 microcontroller has an 8 channel hardware 
DMA with a 2Kb dual ported DMA buffer area implemented. 
This allows parallel data transfer between the RAM and the 
communication modules without any interruption of the main 
program. The detailed specifications are as follows: 

 
• 2 SPI modules which support 8 Bit as well as 16 Bit 

data formats 
• 2 I²C™ modules which support 7 and 10 Bit addressing 
• 2 UART modules which support LIN and IrDA® 
• 2 CAN (ECAN™) 2.0B modules with FIFO options 

and DMA support 
 
Beyond that the PIC24H256 has a A/D module, which 

allows a 10–bit with 1.1Msps or a 12-bit with 500kscp 
conversion. That allows for sampling of 4 Samples parallel 
and even scanning in sleep mode is possible.  

 
All components are compatible to a 3 V logic level. The 

circuit boards are equipped with ICSP (In-Circuit Serial 
Programming) interfaces. Thus it is possible to load programs 
directly to the circuit board. The interface can also be used for 
comfortable program development in connection with a 
MPLAB In-Circuit Debugger. 

The communication between the local controllers and the 
superior controlling computer is realized via CAN-bus. A 
picture of the controller unit can be seen in Figure 11. 
 

 
Fig. 11: Controller Unit 

 

III. APPLICATION 
The development of a mobile assistive robot at the 

University of Karlsruhe is the main objective of the 
Collaborative Research Centre 588 project “Humanoid Robots 
– Learning and Cooperating Multimodal Robots” [13]. The 
new mobile robot is a service robot with a humanoid design. 
According to the main aim of the project, this service robot 
should be equipped with two artificial hands and work directly 
in cooperation with the user in a kitchen environment to assist 
elderly and disabled humans. 



 
Fig. 12: Humanoid Robot ARMAR 

 Features of this robot system are a human-like motion 
system and intelligent control. In order to use the FRH-4 hand, 
manipulation tasks were performed in a kitchen environment. 
The experiments demonstrated that the hand is able to grasp 
and hold objects. Objects like a bottle, cups, drawer handles, 
and dishwasher handles were common objects for test 
grasping. The manipulation and grasping results as well as the 
controlling approach are described in [23, 24]. A picture of the 
newest ARMAR version is showed in Figure 12. 

IV. CONCLUSION 
The developed hand broadens the field of application 

compared to formerly developed hands [14, 15]. Especially 
the ability for fulfilling feedback and exploration tasks has 
been extended [22]. The described hand has position sensors 
in every joint and several touch sensors on every finger. To 
achieve higher flexibility as well as a higher degree of 
anthropomorphic appearance, actuators for abduction will be 
integrated, which will increase the number of DOF’s to 16. 
This will also extend the amount of grasps that can be 
accomplished. Future work will include optimized 
constructive integration of the current sensors as well as the 
integration of pressure sensors in the hand. This extended 
sensory infrastructure will allow a more dynamical and 
precise control, as well as better exploration capabilities. 
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Abstract

In this paper we study object recognition on a hu-
manoid robotic head. The head is equipped with a
stereo vision system with two cameras in each eye,
where the cameras have lenses with different view an-
gles. Such a system models the foveated structure of a
human eye. To facilitate the pursuit of moving objects,
we provide mathematical analysis that enables the robot
to guide the narrow-view cameras toward the object of
interest based on information extracted from the wider
views. Images acquired by narrow-view cameras, which
produce object images at higher resolutions, are used
for recognition. The proposed recognition approach is
view-based and is built around a classifier using non-
linear multi-class support vector machines with a spe-
cial kernel function. We show experimentally that the
increased resolution leads to higher recognition rates.

1 Introduction

Designers of a number of humanoid robots at-
tempted to replicate human oculomotor system. For the
optical part, this means that the optics should model the
foveated structure of the human eye and allow simulta-
neuos processing of images of varying resolution. For
the motor part, this means that the head must have suf-
ficent mobility to perform typical eye movements such
as smooth pursuit and saccades. Such an arrangement
is useful because, firstly, it enables the robot to mon-
itor and explore its surroundings in wide-angle views
that contain most of the environment at low resolution,
thereby increasing the efficiency of the search process.
Secondly, it makes it possible to simultaneously extract
additional information – once the area of interest is de-
termined – from narrow-angle camera images that con-
tain more detail. This kind of system is especially useful

Figure 1. An example humanoid head
(left). The narrow-angle cameras are posi-
tioned above the wide-angle ones. On the
right are the images simultaneously taken
from the wide- and narrow-angle view.

for object recognition on a humanoid robot. General ob-
ject recognition is difficult because it requires the robot
to detect objects in dynamic environments and to con-
trol the eye gaze to get the objects into the fovea and to
keep them there. These tasks can be accomplished us-
ing information from wide-angle views, which enables
the robot to determine the identity of the object by pro-
cessing narrow-angle views.

There are various ways to construct humanoid vision
system in hardware. The approach we followed is is to
use two cameras in each eye equipped with lenses with
different focal lengths [1, 4, 5]. This has the advantage
of allowing us to use small-form cameras for the con-
struction of the head.

2 Wide- and Narrow-Angle Views

The humanoid head of Fig. 1 has narrow-angle cam-
eras rigidly connected to the wide-angle cameras and
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placed above them with roughly aligned optical axes. In
the following we show that objects can be placed in the
central field of view of narrow-angle cameras by bring-
ing them to a certain position in the wide views. This
position is displaced from the center of wide-angle cam-
era images. The necessary displacement depends on the
distance of the object from the cameras.

For theoretical analysis, we model both cameras by
a standard pinhole camera model. The relationship be-
tween a 3-D point M = [X,Y, Z]T and its projection
m = [x, y]T is given by

sm̃ = AM̃ , A =

 α γ x0

0 β y0
0 0 1

 . (1)

where M̃ = [MT , 1]T , m̃ = [mT , 1]T are both points
in homogeneous coordinates, s is an arbitrary scale fac-
tor, and (α, β, γ, x0, y0) are the intrinsic parameters of
the camera. The world coordinate system is assumed
to coincide with the camera coordinate system. In the
following we assume without loss of generality that the
origin of the image coordinate system coincides with
the principal point (x0, y0), thus x0 = y0 = 0.

Let t̂ be the position of the origin of the wide-angle
camera coordinate system expressed in the narrow-
angle camera coordinate system and let R̂ be the ro-
tation matrix that rotates the basis vectors of the wide-
angle camera coordinate system into the basis vectors of
the narrow-angle camera coordinate system. We denote
by Mn and Mw the position of a 3-D point expressed
in the narrow- and wide-angle camera system, respec-
tively. We then have

Mw = R̂(Mn − t̂). (2)

The projections of a 3-D point Mn = (X,Y, Z) onto
the planes of both cameras are given by

xn =
αnX + γnY

Z
, (3)

yn =
βnY

Z
, (4)

and

xw =
αwr1 · (Mn − t̂) + γwr2 · (Mn − t̂)

r3 · (Mn − t̂)
, (5)

yw =
βwr2 · (Mn − t̂)
r3 · (Mn − t̂)

, (6)

where r1, r2, and r3 are the rows of the rotation matrix
R̂ =

[
rT1 rT2 rT3

]T
. Mn projects onto the prin-

cipal point in the narrow-angle camera if xn = yn = 0.
Assuming that the point is in front of the camera, hence

Z > 0, we obtain from Eq. (3) and (4) thatX = Y = 0,
which means that the point must lie on the optical axis
of the narrow-angle camera. Inserting this into Eq. (5)
and (6), we obtain the following expression for the ideal
position (x̂w, ŷw) in the wide-angle camera image that
results in the projection onto the principal point in the
narrow-angle camera image

x̂w =
αwr1 · t̂ + γwr2 · t̂− (αwr13 + γwr23)Z

r3 · t̂− r33Z
,(7)

ŷw =
βwr2 · t̂− βwr23Z

r3 · t̂− r33Z
, (8)

where
[
r13 r23 r33

]T
is the third column of R̂.

Note that the ideal position in the periphery is indepen-
dent from the intrinsic parameters of the foveal camera.
It depends, however, on the distance of the point of in-
terest from the cameras.

Utilizing these formulas we can turn the eye gaze to-
wards the object and keep the object in the center of
narrow-angle cameras based on information from wide-
angle views. This is important because it is difficult to
move the cameras quick enough to keep the object in the
center of narrow-angle views. For this reason the object
can easily be lost from narrow-angle views. Therefore
it is advantageous to control the cameras using informa-
tion from wide-angle views.

3 Learning Object Representations

We developed an object tracking system [6] that al-
lows the robot to find objects of interest and locate them
in the images. Using the formulas described in Section
2 and stereo vision, the robot can apply the results of
the tracking process to center the object of interest in
the narrow-angle view, where the object image has rel-
atively high resolution. Since our tracker can estimate
both the location and scale of the object in the image,
we can warp, i. e. translate, rotate and scale along the
principal axes, the object images to a window of con-
stant size.

Our goal is to learn a view-based representation for
all available objects. To achieve this, it is necessary
to show the objects to the humanoid from all relevant
viewing directions. In computer vision this is normally
achieved by accurate turntables that enable the collec-
tion of images from regularly distributed viewpoints.
However, this solution is not practical for humanoid
robotics, where on-line interaction is often paramount.
We therefore explored whether it is possible to reli-
ably learn models from images collected while a hu-
man teacher randomly moves the object in front of the
robot. In this case the training process is started by a



teacher who moves the object to be learnt in front of the
robot. Snapshots from various viewpoints are collected
and processed. Warping the snapshots onto a window
of constant size ensures invariance against scaling and
planar rotations.

To ensure maximum classification performance, the
data is further processed before training a general clas-
sifier. Most modern view-based approaches character-
ize the views by ensembles of local features. We use
complex Gabor kernels to identify local structure in the
images. A Gabor jet at pixel x is defined as a set of
complex coefficients {Jx

j } obtained by convolving the
image with a number of Gabor kernels at this pixel.
The kernels are normally selected so that they sample
a number of different wavelengths kν and orientations
φµ. Wiskott et al. [7] proposed to use kν = 2−

ν+2
2 , ν =

0, . . . , 4, and φµ = µπ8 , µ = 0, . . . , 7, but this depends
both on the size of the incoming images and the image
structure. They showed that the similarity between the
jets can be measured by

S
(
{Jx
i }, {J

y
i }
)

=
aTx ∗ ay

‖ax‖‖ay‖
, (9)

where ax = [|Jx
1 |, . . . , |Jx

s |]T and s is the number
of complex Gabor kernels. This is based on the fact
that the magnitudes of complex coefficients vary slowly
with the position of the jet in the image.

Our system builds feature vectors by sampling Gabor
jets on a regular grid of pixels XG. At each grid point
we calculate the Gabor jet and add it to the feature vec-
tor. The grid points need to be parsed in the same order
in every image. The grid size used in our experiments
was 6 × 6, the warped image size was 160 × 120 with
pixels outside the enclosing ellipse excluded, and the
dimension of each Gabor jet was 40, which resulted in
feature vectors of dimension 16080. These feature vec-
tors were supplied to the SVM for training.

4 Nonlinear Multi-Class SVMs

Utilizing the similarity measure (9), we developed
a classifier for object recognition based on nonlinear
multi-class support vector machines. Nonlinear multi-
class support vector machines (SVMs) [2] use the fol-
lowing decision function

H(x) = arg max
r∈Ω

{
m∑
i=1

τi,rK(xi,x) + br

}
. (10)

Here x is the input feature vector to be classified (in our
case a collection of Gabor jets), xi are the feature vec-
tors supplied to the SVM training, τi,r, br are the val-
ues estimated by SVM training, and Ω = {1, . . . , N}

are the class identities (objects in our case). The feature
vectors xi with τi,r 6= 0 are called the support vectors.
The SVM training consists of solving a quadratic opti-
mization problem whose convergence is guaranteed for
all kernel functions K that fulfill the Mercer’s theorem.

The similarity measure for Gabor jets (9) provides a
good motivation for the design of a kernel function for
the classification of feature vectors consisting of Gabor
jets. Let XG be the set of all grid points within two
normalized images on which Gabor jets are calculated
and let JXG

and LXG
be the Gabor jets calculated in

two different images, but on the same grid points. A
suitable kernel function can be defined as follows

KG(JXG
, LXG

) =

exp
(
−ρ 1

M

∑
x∈XG

(
1− aTx∗b

T

x
‖ax‖‖bx‖

))
,

(11)

where M is the number of grid points in XG. This
function satisfies the Mercer’s condition [2] and can
thus be used for support vector learning. Parameter ρ
needs to be supplied experimentally.

5 Experimental Results

We used a set of ten objects to test the perfor-
mance of the developed recognition system on a hu-
manoid robot. For each object we recorded two or more
movies using a video stream coming from the narrow-
angle cameras, which were controlled by information
acquired from wide-angle views. In each of the record-
ing sessions the teacher attempted to show one of the
objects to the robot from all relevant viewing directions.
One movie per object was used to construct the SVM
classifier, while one of the other movies was used to
test the classifiers. Each movie was one minute long
and we used at most 4 images per second for training.
Since slightly more than first ten seconds of the movies
were needed to initialize the tracker, we had at most 208
training images per object. For testing we used 10 im-
ages per second, which resulted in 487 test images per
object. All the percentages presented here were calcu-
lated using the classification results obtained from 4870
test images. Gabor jets were calculated as proposed by
Wiskott et al. [7] and the grid size was 6 pixels in both
directions. The filters were scaled appropriately when
using lower resolution images. To show the usefulness
of foveated vision for recognition, we tested the perfor-
mance of the system on images of varying resolution.
We also compared the developed SVM-based classifier
with the nearest neighbor classifier (NNC) that uses the
similarity measure (9) – summed over all grid points –
to deterrmine the class of the nearest neighbor by com-
paring Gabor jets directly.



Table 1. Correct classification rate (image
resolution 120× 160 pixels)

Training views per object SVM NNC

208 97.6 % 95.9 %

104 96.7 % 93.7 %

52 95.1 % 91.5 %

26 91.9 % 86.7 %

Table 2. Correct classification rate (image
resolution 60× 80 pixels)

Training views per object SVM NNC

208 94.2 % 89.3 %

104 92.4 % 87.3 %

52 90.7 % 84.4 %

26 86.7 % 79.2 %

Table 3. Correct classification rate (image
resolution 30× 40 pixels)

Training views per object SVM NNC

208 91.0 % 84.7 %

104 87.2 % 81.5 %

52 82.4 % 77.8 %

26 77.1 % 72.1 %

Results in Tables 1 - 3 prove that foveation is very
useful for recognition. The classification results clearly
become worse with the decreasing resolution. Our re-
sults also show that we can collect enough training data
even without using accurate turntables to systematically
collect the views. As expected the recognition rate de-
creases with the number of images, but we can conclude
that collecting the training views statistically is suffi-
cient to build models for 3-D object recognition.

The presented results cannot be directly compared
to the results on standard databases for benchmarking
object recognition algorithms because here the training
sets are much less complete. Some of the classification
errors are caused by the lack of training data rather than
by a deficient classification approach. Unlike many ap-
proaches from the computer vision literature that avoid
the problem of finding objects, we tested the system on
images obtained through a realistic object tracking and
segmentation procedure. Only such data is relevant for
foveated object recognition because without some kind
of segmentation it is not possible to direct the fovea to-
wards the objects of interest.

6 Conclusions

Our experiments demonstrate that by exploiting
the properties of a humanoid vision we can construct
an effective object recognition system. Wide-angle
views are necessary to search for objects, direct the
gaze towards them and keep them in the center of
narrow-angle views. Narrow-angle views provide
object images at a higher resolution, which signif-
icantly improves the recognition rate. Having both
views at the same time is essential. Most of previous
approaches that employed support vector machines for
object recognition used binary SVMs combined with
decision trees [3]. Our system makes use of nonlinear
multi-class SVMs to solve the multi-class recognition
problem. By normalizing the views with respect to
scale and planar rotations based on the results of the
tracker, we were able to reduce the amount of data
needed to train the SVMs. Object representations can
be learnt just by collecting the data statistically while
the demonstrator attempts to show the objects from all
relevant viewing directions. Experimental results show
high recognition rates in realistic test environments.
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Abstract— The visual perception system of humanoid robots
should provide sensorial information that fulfills the require-
ments imposed by perceptual tasks in natural environments.
One prerequisite for such systems is the ability to observe the
environment by actively moving its visual sensors. This ability
allows to implement two essential behaviors for a cognitive visual
system: smooth pursuit and saccadic eye movement.

In the work presented in this paper we propose a kinematic cal-
ibration approach for the active camera system of the Karlsruhe
Humanoid Head. The proposed method solves two fundamental
problems when performing saccadic eye movements: the required
kinematic model for open-loop control and the ability of stereo
reconstruction with active cameras. We present experiments on
the accuracy of the kinematic model, the stereo triangulation and
the saccadic eye movement.

I. INTRODUCTION

Most current humanoid robots have simplified head-eye
systems with a small number of degrees of freedom (DoF). The
heads of ASIMO [1], HRP-3 [2] and HOAP-2 [3] have two
DoF and fixed eyes. However, humanoid systems that are able
to execute manipulation and grasping tasks, that interact with
humans and learn from human observation require sophisti-
cated perception systems, which are able to fulfill the therewith
associated requirements. The Karlsruhe Humanoid Head [4]
(see fig.1) used in this work offers an active vision system
with two cameras, which can be moved independently. This
ability is usually exploited to implement behaviors that are
essential to common visual perception tasks, namely smooth
pursuit and saccadic eye movements.

The smooth pursuit behavior (also called fixation or track-
ing) consists in focusing on a known combination of visual
stimuli, e.g. the face of a person during interaction. The
common control strategy deployed in such behaviors is closed-
loop control, where the prior knowledge of the visual stimuli
is exploited (see e.g. [5]).

Saccadic eye movements play an important role in the seri-
alisation of visual information processing within a perceived
environment. Saccadic eye movements are usually initiated
by attention mechanisms, in order to focus on salient parts
of the scene. In such mechanisms, the target of the saccade
is determined by the spike of a single neuron ([6],[7]). The
information necessary for closed-loop control is not available.
Consequently, open-loop control strategies have to be provided
in order to execute saccadic eye movements.

Another problem arising from the application of active
stereo camera systems is the ability of performing stereo

Fig. 1. The Karlsruhe Humanoid Head offers an active camera system.

reconstruction. When working with fixed eyes, the stereo
calibration required for stereo triangulation is fixed and only
has to be calculated once. In contrast the calibration for active
stereo camera systems varies with each actuation of the eyes
thus making static stereo calibration impossible.

In this work we present a new method for kinematic
calibration of an active camera system which solves the
problem of open-loop control for saccadic eye movements as
well as the stereo calibration problem with actuated cameras.
The calibration procedure results in a kinematic model which
allows to solve the inverse kinematics problem for the eye
system required for saccadic eye movements as well as the
calculation of the stereo calibration required for stereo vision.

The paper is organized as follows. In Section II an overview
of the different approaches for the problem classes of head-
eye and hand-eye calibration in the literature is given and
the approaches are analyzed according to their feasibility for
our problem. In Section III a brief description of the system
configuration is provided. Section IV describes the proposed
approach for kinematic calibration. In Section V, the proposed
method is evaluated on the Karlsruhe Humanoid Head. We
provide experiments on the accuracy of the kinematic model
itself, the accuracy of the stereo calibration and the accuracy
of saccadic eye movements.



II. RELATED WORK

The literature offers a variety of methods to solve the
two related problems of head-eye and hand-eye calibration.
Most of them are based on the traditional AX = XB
and AX = ZB formulations of correspondences between
coordinate frames in the system to be calibrated.

The AX = XB formulation arises from the problem of
head-eye calibration. In this case A denotes the coordinate
transformation between two distinct camera positions when
moving the camera by a transformation B of a joint. X denotes
the unknown relationship from the actuated joint to the camera
which is to be determined.

The AX = ZB formulation has been proposed for the
case of hand-eye calibration problems. Here A describes the
transformation from the camera to the world frame. B denotes
the transformation between the robot’s hand coordinate frame
and the base coordinate frame. The unknowns to be determined
are the hand-to-camera transformation X and the base-to-
world transformation Z.

Considering different methods which make use of the
AX = XB and AX = ZB formulations, there are two
essential decisions to be made when developing a method
based on them. First, there are different possibilities to model
the rotational parts of the involved coordinate transformations.
The proposed models comprise Euler angles and quaternions
as well as representations using a rotation axis and an angle
or such based on Lie theory. The second decision concerns
the mathematical method, which is used to actually find a
solution for the unknown coordinate transformation, given its
representation. Most solutions are based on linear or non-
linear least squares optimization methods. Other approaches
suggest the use of Lagrange multipliers or avoid any kind of
optimization.

Some of the most important contributions in the field can
be categorized in the following way. Tsai and Lenz [8] use an
axis-and-angle representation for the rotation matrices. They
solve separately for rotation and translation and present a
linear least squares solution for both. Shiu and Ahmad [9]
use a similar representation as Tsai and Lenz but develop a
different linear solution. Li’s method ([10],[11]) uses rotation
matrices to model the problem. In his experiments, these
matrices are based either on Euler angles or quaternions. He
uses a non-linear optimization approach for the rotational part
and a linear least squares approach for the translational part.
The method by Neubert and Ferrier [12] uses Lie theory to
model the problem and solves simultaneously for rotation and
translation using a linear least squares approach. Horaud and
Dornaika [13] present two methods, both of them based on
quaternion representations. One is a closed-form approach
using Lagrange multipliers. The other one is a non-linear least
squares approach which solves for all unknowns at once. A
completely different approach is presented by Young [14].
He does not refer to the AX = XB and AX = ZB
formulations. Instead he uses a combination of a modified
Denavit-Hartenberg (DH) convention and screw theory. No

optimization is required. The method calibrates one joint at
a time and can be used for any type of kinematic chain.

There are several papers which provide comparisons of the
mentioned approaches to determine which method produces
the most accurate results. Horaud and Dornaika [13] compared
a linear and a non-linear least squares approach as well as an
approach using Lagrange multipliers. Li [11] compared linear
least squares approaches by Dornaika [15] and Tsai [8] with
his own non-linear least squares approach. The results can be
summarized as follows. The representation of the unknown
rotation does not seem to be essential. In comparison the
choice of the method to solve for the unknowns has a more
significant impact on calibration precision. Non-linear least
squares methods yield the most accurate results which is
attributed to the degrading performance of linear least squares
methods in the presence of noise. The downside of approaches
that solve separately for rotation and translation is the fact that
in these two-step methods the error propagates from the first
part to the second part. Therefore it is reasonable to estimate
all unknowns simultaneously.

Consequently, an advantage of the AX = XB and AX =
ZB formulations is the fact that one does not have to resort
to sophisticated representations of rotations. Simple represen-
tations like Euler angles provide very good results. However,
there are some serious disadvantages. As proved several times
([8],[9],[16]), the equations AX = XB and AX = ZB
have two degrees of freedom. A unique solution can only be
found if two rotations around non-parallel axes of rotation
are performed. This means that single joints with only one
degree of freedom can not be calibrated. Each joint must
have at least two degrees of freedom. An elegant solution
to this issue is to combine two joints with one degree of
freedom each and to treat them as one single joint with two
degrees of freedom. Although most authors do not explicitly
state it, this is only possible if the axes of the two respective
joints intersect, because only this way a single common
coordinate frame for both joints can be assigned to the point
of intersection. Therefore the class of kinematic chains that
can be calibrated using this approach is restricted. But even
kinematic chains which according to the design schematics
fulfill this condition may, due to production imprecisions, in
practice not be accurate enough. In this case the simplifying
assumption of intersecting joint axes is in fact a methodical
error, resulting in inferior calibration accuracy.

The approach by Young [14] is more universal. Based
on the Denavit-Hartenberg convention, it can be applied to
any kind of kinematic chain. No simplifying assumptions are
made. Therefore it should yield more accurate results than
the approaches described above. Moreover, no optimization of
any kind is used. However, the Denavit-Hartenberg convention
always assigns the z axes to the axes of rotation or translation,
which might not always be desirable.

In this paper an approach is suggested that combines the
advantages of AX = XB based methods and a DH-based ap-
proach. In contrast to the DH convention, the rotation axes are
not necessarily assigned to the z axes which allows to choose



arbitrary coordinate frames for each joint. No simplifying
assumptions are made concerning the relationships between
adjacent joints. The proposed method avoids to consider two
or more distinct joints as one joint with multiple degrees of
freedom. Instead, every single joint is calibrated separately.
That way the proposed approach can be applied to a wider
class of kinematic chains. An AX = XB based formulation
is used to derive a non-linear target function that is minimized
using the method by Levenberg and Marquardt [17]. For each
joint to be calibrated, all necessary unknowns are estimated
simultaneously, avoiding error propagation between them.

III. SYSTEM CONFIGURATION

The Karlsruhe Humanoid Head used for our work has seven
rotational degrees of freedom (see Fig.1). Four of them are
used to move the head: neck roll, neck yaw, neck pitch and
head tilt. The eyes are actuated by a common tilt joint and
two independent pan joints. The vision system consists of
two stereo camera pairs and mimics the foveated structure of
the human eye. Therefore each eye contains one perspective
camera with a wide angle of view and a foveal camera with
a small angle of view. In both cases Dragonfly cameras from
PointGrey are mounted which are accessed via an IEEE1394
interface and provide a maximum frame rate of 30 fps at a
resolution of 640×480 pixels 1. For the experiments presented
in this paper the perspective cameras were used, which were
outfitted with lenses with a focal length of 4 mm.

IV. KINEMATIC CALIBRATION

World 
coordinate system

F

B
C(α) Xw

Camera
coordinate system

Xc

Joint
coordinate system

Xj

Hj(α)

Xj0

Fig. 2. Coordinate systems and transformations involved in the kinematic
calibration procedure.

In this section, a detailed formal description of the proposed
method is given. We proceed in the following way:

First, all involved coordinate systems and transformations
are introduced. Then the acquisition of data for the necessary
extrinsic camera calibration is explained. Based on this data
the kinematic calibration problem is formulated as a non-linear
least squares problem, which is solved using the method by
Levenberg and Marquardt. Having determined the kinematic
calibration of both the left and right eye pan joints, a stereo
calibration for arbitrary angles of these joints can be calcu-
lated.

1http://www.ptgrey.com

A. Coordinate Systems and Transformations

Throughout this paper, the following conventions for coor-
dinate systems and transformations will be used (see figure
2):
• Xw denotes the world coordinate system. It is a fixed

system which is used as a reference to determine the ex-
trinsic camera calibrations. The world coordinate system
is defined by the calibration pattern.

• Xj0 is the coordinate system in the joint j at zero
position. It is fixed.

• Xj denotes the rotated coordinate system of the joint j
after actuation.

• Xc is the camera coordinate frame. As the camera is
rigidly attached to the pan joint, the camera system moves
when the joint is actuated.

• Hj(α) describes the coordinate transformation from the
fixed joint coordinate frame Xj0 to the rotated joint
coordinate frame Xj . As the considered joints have one
degree of freedom, Hj(α) describes a rotation around
the one rotation axis of the respective joint by an angle
α which is obtained from the encoder readings.

• B denotes the transformation from the rotated joint
coordinate system Xj to the camera coordinate system
Xc. As the joint movement is already described by the
transformation Hj , B remains constant, independent of
the actual joint position. The goal of the calibration
process is to determine this transformation.

• F denotes the transformation from the fixed joint coordi-
nate frame Xj0 to the world coordinate system Xw. As
none of these systems moves, F is constant.

• C(α) is the transformation from the world coordinate
frame Xw to the camera coordinate frame Xc. It depends
on the camera position and therefore on the joint angle
α. C is usually called the extrinsic camera calibration.

B. Extrinsic Camera Calibration Data Acquisition

The kinematic calibration process is performed on the basis
of a set of extrinsic camera calibrations C(α1)...C(αn) at
different rotations of the joint to be calibrated. The matrices C
are stored together with the corresponding joint angles α. As
prerequisite for the calculation of extrinsic calibration data,
the intrinsic camera parameters for each camera have to be
determined. For this purpose the intrinsic camera calibration
procedure proposed by Zhang [18] is used.

C. Kinematic Calibration

Once extrinsic camera calibration data has been aquired at
different angle positions of the joint to be calibrated, the goal
of the approach consists in determining the kinematic cali-
bration matrix B. In our approach, the matrix B is calculated
using a non-linear least squares minimization technique. More
precisely the Levenberg-Marquardt algorithm [17] is deployed
to determine B from the set of extrinsic calibrations C and
the corresponding joint angles α. The Levenberg-Marquardt
algorithm minimizes a target function which is derived in



section IV-C.1. The representation and parameterization of the
calibration matrix are discussed in section IV-C.2.

1) The Target Function: The target function which is min-
imized in order to determine the kinematic calibration matrix
B is formulated using homogeneous matrices for all necessary
coordinate transformations. A geometric interpretation of these
transformations is given in figure 2.

The coordinate transformation from the fixed joint frame to
the rotated joint frame is

Xj = HjXj0 . (1)

A transformation from the rotated joint frame to the camera
coordinate frame can be written as

Xc = BXj . (2)

The transformation from the world coordinate system to the
camera coordinate system depends on the position of the
camera and therefore on the angle α of the joint the camera
is attached to. This can be formulated as

Xc = C(α)Xw. (3)

The transformation from the fixed joint coordinate system to
the world reference system is

Xw = FXj . (4)

By combining equations (1), (2), (3) and (4), F can also be
expressed as

F = C(α)−1BHj(α). (5)

As the world coordinate frame Xw and the joint coordinate
frame at zero position Xj0 never change, different transforma-
tions Fi and Fk with

Fi = C(αi)−1BHj(αi) (6)

and
Fk = C(αk)−1BHj(αk) (7)

can be calculated for different joint angles αi and αk, but the
condition

Fi = Fk (8)

always holds.
In practice however, the extrinsic camera calibrations and

the joint encoder readings are not entirely accurate. Due to
these and other errors it is impossible to find a B which
satisfies equation (8). Instead it is the goal to find a B which
minimizes the error

||Fi − Fk||f = ||C(αi)−1BHj(αi) − C(αk)−1BHj(αk)||f .
(9)

In this context ||.||f denotes the Frobenius norm [19]. Let
N be the number of extrinsic camera calibrations determined
using the process described in section IV-B. Furthermore,
let ~x be a parameterization of B and Gr(~x) and Gt(~x) be
the minimization functionals which express the rotational and
translational difference of two transformations Fk and Fk+1

belonging to two external camera calibrations at two adjacent
joint positions αk and αk+1 , i.e,

Gr(~x)k = angle(Fk+1, Fk)
Gt(~x)k = translation(Fk+1, Fk)

Each pair Gr(~x),Gt(~x) describes the rotational and transla-
tional difference between the homogeneous matrix Fk and
Fk+1. To find a solution for B means to solve the minimization
problem

min
~x

N−1∑
k=1

||wrGr(~x)k + wtGt(~x)k||, (10)

where wr and wt are weighting factors for the rotational and
translational parts of the error.

2) Representation and Parameterization of the Calibration
Matrix: The goal of the kinematic calibration procedure is to
assign a coordinate system to the rotation axis of the actuated
joint. In this context two decisions have to be made:
• The representation of the calibration matrix B
• The parameterization of the calibration matrix B

The representation of B describes the mathematical means
used to model the rotational part of the coordinate transfor-
mation B whereas the parameterization of B deals with the
question which components of B actually have to be esti-
mated in order to find a meaningful solution to the kinematic
calibration problem. Both the choice of a representation and
a parameterization of B is necessary to compute the mini-
mization functionals Gr(~x) and Gt(~x) introduced in section
IV-C.1.

For this work a three-angle representation was used for
the rotational part of B. The three elementary rotations were
concatenated using the Roll-Pitch-Yaw convention.

According to [8], [9] and [16], two independent axes of
rotation are necessary to determine all six parameters of B.
When using only one rotation around a single rotation axis,
the problem is under-determined. When doing rotations around
one axis and calculating the extrinsic camera calibrations at
different angle positions, these extrinsic calibrations contain
sufficient information to identify the rotation axis. However,
there is not enough information to determine all components
of the position and orientation of the joint coordinate frame
on this axis. The origin of the coordinate frame on the axis
is not uniquely determined. Furthermore the orientation of the
coordinate frame is only restricted in a way that one coordinate
axis points in the direction of the joint axis, while the other
two coordinate axes can be chosen in a way that the resulting
coordinate frame is a right-handed system.

In order to determine the stereo calibration the exact po-
sitions and orientations of the coordinate frames on the joint
axes are not necessary. For this purpose the partial solution
explained above is sufficient. It is even possible to calibrate
all joints of the head-eye system using this type of partial
solution. If the complete head-eye system is to be calibrated it
is necessary to registrate the last coordinate system in the head
with the world coordinate system. However, the registration



with the world coordinate system is always necessary, no
matter if partial or complete solutions were determined for
the individual joints’ kinematic calibrations. Regarding the
considerations above, arbitrary values can be used for the
two undetermined components of the transformation, always
resulting in a valid calibration matrix B.

As stated above, the parameterization of B also depends on
which coordinate axis is assigned to the joint’s axis of rotation.
If its axis of rotation is the y axis, as shown in figure 3, the
parameterization is ~x = (α, γ, tx, tz), where α and γ denote
elementary rotations around the x and z axes and tx and tz
describe translations along the respective axes. The β and ty
components are not estimated and set to zero.

D. Stereo Calibration

The stereo calibration is required to enable methods of
stereo vision on the Karlsruhe Humanoid Head. In order to use
epipolar geometry to recover 3D positions of corresponding
points from a stereo camera pair, the stereo calibration is
required. For static cameras, the stereo calibration is usually
calculated using the extrinsic camera calibrations of both cam-
eras. The relative position of both camera coordinate systems
Hstereo can be derived directly from the extrinsic calibrations.
Having performed the kinematic calibration as described above
Hstereo can be determined for arbitrary camera poses. This
allows to perform stereo vision if the eye joints are actuated.
First, in order to calculate Hstereo the transformation Hepl2epr

is calculated (see fig. 3) in the following way:

Hepl2epr = H−1
epr(αR) · B−1

R · CR(αR) · (11)

C−1
L (αL) · BL · Hepl(αL).

The matrices BR and BL represent the kinematic calibrations
of both eye pan joints. Hepr(αR) and Hepl(αL) model the
rotations of the respective joints by certain angles αR and αL.
The external camera calibrations depend on the same angles. In
theory the transformation Hepl2epr could be determined at any
position of the two joints. In practice however, modeling the
joints’ movements using Hepr(αR) and Hepl(αL) introduces
errors. Therefore, the most accurate result can be obtained with
both joints at their home positions at αL = αR = 0 where
Hepr(αR) and Hepl(αL) become identity.

The stereo calibration Hstereo for arbitrary joint angles can
then be calculated using the following equation:

Hstereo = BL ·Hepl(αL) ·H−1
epl2epr ·Hepr(αR)−1 ·B−1

R (12)

V. EXPERIMENTAL RESULTS

Prior to the experiments, the optimal distance of the cali-
bration pattern for the kinematic calibration was determined.
Therefore different calibrations were performed with different
positions of the calibration pattern. We used a pattern with
9 × 7 squares, side lenght 3.63 cm each, at distances of
0.50 m, 1.00 m, and 1.35 m from the eye system. For each
calibration, the translational error ∆t between the measured
positions of the calibration pattern and the positions calculated
using the calibrated kinematic model was measured. Table

Hepl

Hepr

Hepl2epr

BL

BR

Hstereo

CL

CR

Fig. 3. The coordinate transformations necessary to determine the stereo
calibration.

I shows the results of the experiments. As expected the
accuracy of the calibration decreases with increasing distance
of the calibration pattern. For the following experiments, we
used a calibration distance of 0.80 m. With this distance the
calibration pattern was still visible with eye pan actuations
between −15 and 15 degrees and eye tilt actuations between
−10 and 10 degrees. For the kinematic calibration we collected
extrinsic data at steps of 1.5 degrees for the pan joints and 1.0
degrees for the tilt joint. Furthermore we evaluated the best
weighting between rotational and translational error for the
optimization. The best results could be achieved for the values
wr = 0.5 and wt = 1.0. With these settings, a rotational error
of 2 degrees corresponds to a translational error of 1 mm.

TABLE I
IMPACT OF THE DISTANCE TO THE CALIBRATION PATTERN ON THE MEAN

MAXIMUM TRANSLATION ERROR ∆t FOR DIFFERENT DISTANCES.

Calibration distance (m) Error ∆t (mm)
0.50 1.49
1.00 3.41
1.35 5.10

In the following we present experiments on the kinematic
accuracy, the stereo accuracy and the accuracy of open-loop
control.

A. Kinematic Calibration Accuracy

In a first series of experiments we investigated how accurate
the kinematic model of the two pan joints is determined
with the proposed method. Therefore we used a smaller
calibration pattern with 5×4 squares, side length 4.5 cm. In the
experiments, we performed arbitrary eye pan movments in the
calibrated range of the eyes. The test pattern was positioned
at distances ranging from 60 cm up to 140 cm from the eye
system. For each distance 50 random test eye poses were
recorded.

In order to determine the accuracy of the kinematic model,
we located the 3D pose of the test pattern in the left and
in the right camera using a model-based approach. Based on
the calibrated kinematic model, both poses were transformed
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Fig. 4. Accuracy of the proposed kinematic calibration. The 3D pose of a test pattern was determined in the left and right perspective camera using a
model-based approach. Both poses were transformed to a common coordinate frame using the calibrated model. The plots show the translational and rotational
error for different distances of the test pattern.

into a common coordinate system and the translational and
rotational errors were measured. Fig. 4 shows the results of this
experiment. The plots illustrate the mean error, the standard
deviation of the error and the maximum error for each distance
and for the rotational and translational parts of the error.
As can be seen, the major trend is a decreasing accuracy
of the kinematic model with increasing distance of the test
pattern. The plot for the mean of the translational part has
its minimum of 2.34 mm at 80 cm - the distance where the
kinematic calibration was calculated. The mean error reaches
its maximum in the distance of 140 cm (6.85 mm mean error).
The rotational error ranges from 0.58 up to 1.62 degrees.

B. Stereo Calibration Accuracy

The accuracy of the stereo calibration was tested in a similar
way. Again the position of the test pattern was determined in
the left camera using a model-based approach. Additionally,
three corresponding corner points of the calibration pattern in
the left and right image were determined and the 3D position
of these points was calculated utilizing the epipolar geometry
based on the calibrated transformation matrix Hstereo. From
these three points, the pose of the test rig in the left camera was
estimated. In that way the accuracy of the stereo triangulation
could be evaluated with respect to the model based approach.

The experiments were performed for the test pattern located
at distances from 60 cm up to 140 cm from the eye system, in
each step 50 random test poses were recorded and evaluated.
Fig. 5 shows the resulting translational and rotational error
between the pose using the model-based approach and the
pose calculated based on stereo triangulation. As can be seen
the errors in the stereo triangulation accuracy show the same
trend as the kinematic error, but are much larger. The increase
of the error results from the fact, that small position errors
(within the kinematic calibration) result in larger errors when
performing stereo triangulation. The best results could again
be achieved for small distances of the test pattern. Within a
test pattern distance of 70 cm the mean translational error was

measured with 8.7 mm and the minimum mean rotational error
was measured with 1.72 degrees for the same distance.

C. Inverse Kinematics Accuracy

In the third series of experiments we tested the kinematic
calibration in saccadic eye movement tasks. Therefore we
calibrated the first three DoF of the head-eye system (namely
eye pan left, eye pan right and eye tilt). For these joints, con-
ventional differential inverse kinematics based on the inverse
Jacobian could be deployed, since the kinematic system is not
redundant (see also [4]). In the experiments in this section we
again evaluated the accuracy at different distances of the test
rig. For each distance, arbitrary camera poses were generated
by moving three head joints (neck pitch, neck roll and neck
yaw) to random positions in the interval of −10 to 10 degrees
for each joint. The pose of the test pattern in the left camera
was again determined using a model-based approach. Using
the calibrated kinematic model, the inverse kinematic problem
was solved and a saccade was performed in order to point
the optical axes of the cameras towards the origin of the test
pattern. In order to evaluate the accuracy, the distance between
the corresponding corner of the test rig and the principal
point of the camera in the image plane were measured, after
performing the movement. Since left and right camera share
a common tilt joint, the error in y direction will never be
zero. The inverse kinematics module outputs the mean eye tilt
actuation for left and right eye to minimize the overall error. In
order to compensate for this effect, we used a modified error
in y direction ym to derive a more realistic result:

ym =
yl + yr

2
(13)

Using the modified ym, the position error for left and right
camera was calculated.

Fig. 6 shows the results of these experiments. The error in
the left camera decreases with increasing distance of the test
pattern. This effect is caused by the fixed range for eye pan
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Fig. 5. Accuracy of the proposed stereo calibration. The 3D pose of a test pattern was determined in the left perspective camera using a model-based
approach. Furthermore, the pose of the pattern was determined using stereo triangulation. The plots show the translational and rotational error between model
based and triangulation based pose estimation for different distances of the test pattern.
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Fig. 6. Accuracy of saccadic eye movements. The 3D pose of a test pattern was determined in the left perspective camera using a model-based approach.
The calibrated model was used for differential inverse kinematics in order to point the optical axes of the cameras towards the origin of the test pattern. The
plots show the distance in pixels from principal point to the target corner of the test pattern in the image planes. Left: left camera. Right: right camera.

(−20 to 20 degrees) and tilt (−15 to 15 degrees) actuations.
The maximum of the mean error for the left camera amounts
to about 2 pixel for a distance of 60 cm. The plot for the right
camera differs slightly from the results of the left camera.
The increased error in the right camera is caused by the
additional matrix Hstereo which has to be considered in the
differential kinematics. In subsequent experiments, where the
test pattern was located in the right camera, similar plots could
be produced with more accurate results for the right camera
and less accurate results for the left camera.

VI. CONCLUSIONS

In this paper we presented a new approach to solve the
kinematic calibration problem for the Karlsruhe Humanoid
Head’s active camera system. The classical AX = XB
formulation of the head-eye calibration problem was combined
with the benefits of a DH-based approach. The suggested
method offers several advantages over common methods:

1) Generality and accuracy: As our method does not
assume joint axes to intersect, it avoids a methodical
error and allows for an improvement in calibration
accuracy. Above that, it can be applied to a wider class
of kinematic chains than most common methods.

2) Robustness and accuracy: In order to solve for the
coordinate transformation from the joint to be calibrated
to the camera coordinate frame, the desired calibration
matrix is expressed as a non-linear least squares target
function. Compared to solutions based on linear least
squares, the non-linear approach presented here is less
sensitive to noisy input data.

3) Error propagation: In contrast to many two-step ap-
proaches in the literature, the suggested method esti-
mates all unknowns for one joint simultaneously.

4) Verifiability: Only one joint is calibrated at a time.
This way the accuracy of an individual joint’s kinematic
calibration can be easily examined.



We presented experiments on the kinematic calibration ac-
curacy, the stereo triangulation accuracy and the accuracy
of inverse kinematics for saccadic eye movements. The ex-
periments on stereo triangulation accuracy showed that at
manipulation distance the pose of the test pattern could be
determined with an error less then 1.5 cm. The experiments
on the accuracy of the inverse kinematics showed that even
at larger distances, the saccadic eye movement could be
performed with a position error of less then 6 pixels in the
image plane.
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