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1. Introduction

Note: Here, we rather briefly describe different kinds of work that are relevant in the context of the tasks
8.1.1, 8.1.2 and 8.1.3 with the intention to present the ‘red thread’. These works are described in more detail
in accepted [A, C, F, I, J] or reports [B, D, E, G, H, K] that will be the basis for future submissions.

Demo 1 aims at the learning of representations of objects and associated actions (OACs) that occur in the
robot world by means of exploration. These representations are supposed to allow for the generation of plans
by means of a high-level logical language (LDEC) [34, 35] (see also DeliverableD5.1). In the beginning
(and in contrast to demo 2) we do not assume any interaction with humans but we aim at a purely explorative
approach. However, we will point to the need and the potential of integrating the two scenarios in the further
development of the project.

At the core of demo 1 is the grounding of high level entities on the LDEC level in the real world by means
of procedural definitions in terms of robot action and percepts. In the beginning, the system is equipped
with a powerful and rich vision system and a set of reflex-like actions that trigger the establishment of
grounded world knowledge in terms of OACs. Furthermore, there is a pre-defined link to a high-level
representation, described in terms of an LDEC representation that becomes grounded and extended during
the exploration process. In other words, this link describes how the high-level representation is “induced”
from the robot vision system during the exploration process: real-world concepts provided by the vision
system are abstracted into LDEC rules that model the believed dynamics of the world, permitting high-level
plan generation using the LDEC representation.1

Our system may learn about the world in terms of different levels of complexity. For example, on a rather
low level it might learn to improve a specific grasp applied to a specific object or, on a much higher level, it
might learn about the consequences of actions in a symbolic state space. In this context, we want to stress
the necessity of different ways of learning on the different levels of processing:

• Reflex driven acquisition of new rules (see, e.g., Section 6)

• Refinement of OACs by statistical estimation of the outcome, or adapting action parameters to in-
crease the success rate of OACs (see, e.g., Section 4.3).

• Learning about affordances of actions and the consequences of actions within the high level domain
(Section 5.3).

• Learning supported by different forms of supervision and imitation. Note that in particular these
aspects lead to an efficient merging of demo 1 and demo 2 (see Section 2).

After learning, the system will be able to act more successfully and precise. Moreover, the acquired world
knowledge will enable it to generate plans and by that, to substitute initial hard-wired behavior by more goal
directed actions.

The scenario we chose is a kitchen environment and tasks we want the system to find plans for and perform
are of the type of ‘clearing a table’ or ‘emptying a dry rack’. In the consortium there exist at least 4 hardware
platforms of different complexity. The most elaborated hardware platform at UniKarl consists of a humanoid

1Our current strategy of linking low-level, online codes directly to high-level symbolic representations allows for a first explo-
ration of the interaction between higher and lower levels, and for integrating the work on Demo 1 and Demo 2. However, processing
more complex perceptual events and executing more complex, ”intentional” actions call for a more complex cognitive architecture.
Accordingly, we are currently working on extending our cognitive systems to include a mid-level representational layer. It will
include an informationally rich episodic memory collecting relatively abstract, but still subsymbolic perceptual instances, and a
symbolic semantic memory, which contains higher level rules extracted from episodic memory [11, 24]. First elements of this
mid-level architecture have been identified and explored [5, 12, 13, 17, 18] and will be integrated in the system discribed here in
the next phase of the project.
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robot with an active vision system, a human like arm, and a five finger hand equipped with tactile sensors.
The platform at AAU/SDU consists of an industrial robot arm with a static stereo system. Since the working
area of demo 1 is rather narrow and since the robot arm is rather precise in the AAU/SDU scenario, actions
can be done largely in the space of generated 3D features without any servoing. The AAU/SDU system has
a two finger grasper with tactile sensors. Other platforms exist at KTH and JSI. Most of the experiments
described here are made on the AAU/SDU platform but of course the final aim is to transfer these to the
platform at UniKarl. More details can be found in Deliverable D1.2.

The existing state of the system is a set of (partly linked) sub-modules that have been described in particular
in Deliverable D4.1.1, that become connected to the planning level. In contrast to Deliverable D4.1.1, in
Deliverable D8.1.1, we look at these sub-modules in the context of a cognitive agent.

Note that some of the modules are already integrated (e.g., the early cognitive vision system [H], the grasping
reflex [A] and the object learning [I]) resulting in a first message for the LDEC level. For some sub-modules
specifications for integration have been made (see [D]). Also, since in the consortium there exist multiple
platforms (with the most elaborated platform being at UniKarl) some sub-modules are tested only on a
subset of platforms with partly different constraints (see Section 4).

The deliverable is structured as follows. In Section 2 we give some pointers to work related to ours. In
Section 3, we introduce the idea of OAC-trees to work with processes of explorative behavior. In Section
4, we describe the prior use of the robot/vision system. We elaborate on that because we think that this is
a distinguishing feature to other approaches. In Section 5, the initial LDEC representation in the context of
the specific scenario is outlined. In Section 6, we give a procedural definition of objects and the transfer
of information to the planning level. In Section 7, we described planning on the LDEC level and the
backtransfer of information to the robot-vision system. Note that the implementation process for the last
point has just started, but that we think it is important to point to the specifications already.

2. Comparison to other Approaches

Here we do not intend to give a broad literature review but to put our approach into a context and describe
the distinguishing feature to other related approaches.

The idea of taking advantage of active components for vision is in the spirit of active vision research (see,
e.g., [1, 30]). The grounding of vision in cognitive agents has been addressed for example by [7]. Related
attempts are described in e.g., [22, 23]. The idea of grounding language in the interaction of agents, which
present the link to demo 2, has been formulated in, e.g., [36].

The work of [7] is the most related one to our approach since the overall goal is the same: Finding out about
the relations of actions and objects by exploration. We see the main distinguishing feature of this approach
(and also [22, 23]) to our approach in the amount of pre-structure we use. For example, we assume a
much more sophisticated vision system compared to, e.g., [7], that covers multiple visual modalities in a
condensed form as well as visual relations defined upon them. Similar to [7] we assume first ‘reflex-like’
actions that trigger exploration. However, since in our system the robot knows about its body and the 3D
geometry of the world these reflexes can make use of more complex visual events. Furthermore, from the
very beginning the robot/vision system is linked to a high-level AI planning system that is able to compute
plans and do reasoning in an abstract state space.

The use of LDEC as a high-level representation language follows in the tradition of logical languages in-
spired by the situation calculus [20]. LDEC has the added advantage, however, that it incorporates into
its semantics a STRIPS-style treatment of fluent change [6], making it suitable for modelling planning do-
mains. Our current approach to high-level plan generation takes advantage of this close correspondence
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by building on the extended-STRIPS planner PKS [27], which is capable of constructing conditional plans
under conditions of incomplete knowledge and sensing.

Our approach also shares some of the ideas concerning “continuous planning” in [4]. For instance, the
use of knowledge variables and assertions to manage knowledge requirements for plan-time actions closely
resembles the use of known functions in [27] as a form of “run-time variable”. An important difference in
[4] is that (re-)planning, execution, and sensing are interleaved as an integral part of the planning process,
while we propose a different control structure between the robot/vision system and high-level planner.

The work of [25, 44] also addresses the problem of learning STRIPS-style action rules in 3D robot/vision
environments. While we are currently interested in learning standard STRIPS actions, [25, 44] offers a way
of modelling probabilistic rules that we intend to investigate further.

For addressing complex tasks such as vision and multi-sensorial exploration we need to put into the system
a certain amount of prior structure We are also aware that high-level planning systems are often said to be
restricted by acting in a rather specified and ‘limited world’. However, in this work we want to show that

• categories such as different kinds of objects can be detected and included into the system and that the
parameterization of properties of objects can be found out by exploration,

• affordances and consequences of actions can be learned through exploration,

• the LDEC formalism can extended by new actions, rules and affordances using strategies such as link-
ing primitive actions to more complex action chains or to learn specific actions and their consequences
by ‘guided exploration’ through supervision and imitation. In this context, there is a high potential in
the complementary aspects of demo 1 and demo 2 by making use of capability of imitating actions
(as aimed at in demo 2) with for learning new categorioes in the LDEC framework.

3. OAC-trees guiding the Exploration Process

The goal of every cognitive agent must be to discover (with or without help) the structure and the rules of
its world in conjunction with its own embodiment. To this end several complex processes are required and
we suggest a certain type of diagram (OAC-tree, Fig. 1) as a helpful tool for structuring such a cognitive
process. We are aware that this is at the moment a tool-in-the-making to get a first handle onto the required
algorithmic procedures for attaching attributes to Objects, for manipulating OACs, and for discovering new
OACs, etc. The main focus of this tree diagram is to define the different required sub-processes when trying
to implement a cognitive process into a robot. We note, OAC-trees are not decision trees or planners. They
are meant to be a first diagrammatic step towards visualizing and implementing a reasoning and learning
process, which could lead to cognitive properties in an agent. A more detailed description is given in [K].

The OAC-tree operates with built-in perceptual preconditions as well as action preconditions (Reflexes),
where we could assume that these preconditions have been earlier acquired by the machine itself. Further-
more we assume that the (ancient) Law of Cause and Effect [38] can be used as one of the most reliable
driving forces of any cognitive process: If a certain percept triggers a certain reflex (chain of events) and if
this leads to a reproducible and perceivable change in the world then this can be stored as a candidate for an
OAC. Clearly we also require a learning procedure (here depicted as supervised learning via instructions).

OAC-trees

In the given example, we start with a certain knowledge base namely: any-object affords filling. Hence the
agent can perform a filling reflex by grasping a (different) container and turning it over, above the any-object
entity. Clearly we assume that the agent can also perform a turning reflex of its hand/arm (leading to the
action of emptying). In the beginning the only existing behavioural repertoire is described by any-object
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Figure 1: OAC Tree Diagram

affords filling. The OAC-tree (left side) shows that the agent will perform this three times, twice with success
and a third time failing leading to surprise and the necessity to resolve the surprise. This can be achieved
by any learning procedure. Here we use supervision and the agent is being told to try the emptying reflex.
After doing this the agent needs to ascertain change: which of all possibly changing percepts is causally
related to the performed emptying action? The agent could now try to back-up and perform the filling action
next. If backup is successful the agent could conclude that there is an additional attribute (or correlated set
of attributes) to the any-object, which makes it fillable and this attribute is the one (or set) that has been
changed through emptying. The same branching process continues if the agent encounters another surprise
(e.g. a closed object).

Note, this brief description leaves out the actual specification of the required subprocesses (light blue in the
tree diagram), for example success, failure, surprise, learning, ascertaining change, backup, etc. which is
the most important aspect of an OAC-tree. For this see [K].

4. Initial state of robot/vision system

A truly cognitive system neither is a completely hard-wired structure nor a ‘blanc table’ or ‘tabula rasa’.
Assaid above, learning faces the bias-variance dilemma (see, e.g., [8]), As a consequence of this dilemma,
Geman and Bienenstock [8] argue that a certain amount of “bias needs to be designed to each particular
problem”. However, each concrete choice of a priori knowledge is a crucial point: A wrong choice may
lead to the exclusion of good solutions in the search space. A choice of predetermined structural knowledge
that is too restricted may result in an increase of the search space, leading to unrealistic learning time and
bad generalization.

Within a biological system, bias can be established by genetic coding. The question of predetermined



IST-FP6-IP-027657 / PACO-PLUS

Page 7 of 17

Public

components is also most essential for the design of any artificial visual system that is able to learn, since
this predetermined knowledge helps the system to focus on essential aspects in the huge amount of data it
has to cope with. In the following subsections we make explicit what prior knowledge we assume in our
system on the level of the visual representations (Section 4.1), on basic behavioral components (Section 4.2
and Section 4.3) as well as on internal high level representations (Section 5).

4.1 Early Cognitive Vision: Local 3D features and relations

We assume a rich feature processing in terms of an early cognitive vision system [H] being in place (see also
Deliverable 4.1.1). This system represents information about multiple visual modalities (such as 2D and 3D
position and orientation, phase, colour, local motion) in a condensed way. Furthermore, basic concepts of 3D
space as well as knowledge about the transformation of rigid bodies in that space are known to the system.
There is psychophysical as well as neurophysiological evidence for these assumptions that are discussed for
example in [41, 14, 16].

4.2 Body Knowledge and haptic Sensors

We also assume here an innate representation of the robot’s body that is aligned with its visual representation.
This is a first approximation that follows the suggestion from developmental psychologists that human
perception and action learning might be guided by a genetically prespecified intermodal matching scheme
[21]. In the scenario at AAU/SDU with an industrial robot with high precision and static cameras in a very
narrow working space (compared to the much more sophisticated humanoid robot Armar equipped with
much more degrees of freedom) this is also an assumption we can actually realise (in contrast to, e.g., [22]).
We also might loosen this assumption when we work with other platforms.

The potential of the tactile sensor the robot is equipped has been investigated in the context of extracting
force and surface normal information as well as object properties such as ‘fullness’ and ‘flexibility’ (see
[15]). The analysis of the potential of the tactile sensor will be further explored in the next year.

4.3 Grasping reflex

The system is equipped with a set of initial behaviors (called ‘reflex OACs’) that trigger the initial explo-
ration behavior. First, based on co-planar early features (see [A]) a set of grasping hypotheses becomes
computed from which some become executed. Note that the aim at this stage is not to get a very high per-
centage of successful grasps but at least some grasps that are successful. The success itself can be tested
haptically (the distance of the grasper after closing is known to the system). Hence multiple attempts can be
executed until a successful grasp is being made.

Once a grasp is performed successfully another reflex initiates a set of movements that allow for the seg-
mentation of the object as well as the extraction of a 3D multi-modal representation (see [I] and Section
6).

4.4 High-level Prior Knowledge

The high-level planning system begins with a very simple ontology, consisting of objects, properties, and
affordances. In this ontology, objects are the physical entities of the domain (world) that can be manipulated
or observed (e.g., a mug, a car, my scarf, etc.). Properties are perceptual characteristics that can be attributed
to an object (e.g., red, cylindrical, hard, fluffy, open, location, . . . ), and can be either relational or functional
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in nature. Some domain properties may also be considered “exogenous”, meaning that a system external to
the high-level planner tracks information about such properties, but makes this information available to the
planner on demand (e.g., properties like over, on, upright, etc.). Finally, affordances are references to motor
programs that can be executed to manipulate an object.

These high level base concepts are codified in the interaction protocol between the high-level planner and
the low-level robot controller. This protocol provides a method for the low level robot controller to pass in-
formation about instances of these concepts to the higher level. This protocol (which is more fully specified
in [D]) provides a method for the lower level controller to introduce new instances of objects, properties, and
affordances as well as update the high-level models current view of domain properties. While the current
protocol does not provide a method for introducing new relations we believe this is needed and anticipate
introducing this in a later version of the protocol.

As we will see, it is through the interaction of the low level robot controller and the high-level planner that
a high-level model of the world is developed. Thus while the system has no prior knowledge of specific
objects, properties, relations and actions, it does initially have these basic concepts and can use them to
bootstrap its model of the world.

5. World Knowledge Organization and Planning

5.1 LDEC

In order for us to talk about plans and planning in the abstract it is necessary for us to formalize the objects,
properties, and affordances in a formal language. This allows us to specify the kinds of information that we
expect the high level system to learn based on the robots interaction with the environment. We will briefly
summarize our approach that is covered in [C, D].

We will formalize our robot domain using the Linear Dynamic Event Calculus (LDEC) [34, 35], a log-
ical language that combines aspects of the situation calculus with linear and dynamic logics to model
dynamically-changing worlds [20, 10, 9].

Our LDEC representation will define the following actions:

Definition 1 High-Level Domain Actions

• grasp(x): move the gripper to pick up object x,

• ungrasp(x): release the object x in the gripper,

• moveEmptyGripperTo(`): move an empty gripper to the specified location `,

• moveFullGripperTo(`): move a full gripper to the specified location `.

These actions denote higher level counterparts of some of the motor programs available to the robot con-
troller, but already these actions incorporate elements of the state of the world that are not part of robotic
control representations of actions. For instance, ungrasp models an action that is quite similar to a motor
program that performs this operation. Actions like moveEmptyGripperTo and moveFullGripperTo, on the
other hand, are much more abstract and encode information about the state of the world (i.e., the gripper
is empty or full). Note that in this case the actions partition the low-level “move gripper” motor-programs
into two separate actions that, as we will see, can more readily be learned from the available ISTFs. This
representation will also allow us to bypass the learning of the conditional effects [26] of such actions.

Our LDEC representation will also include a number of high-level properties.
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LDEC Action Precondition Axioms

objInGripper = nil∧graspable(x)⇒ affords(grasp(x))

objInGripper = x∧ x , nil⇒ affords(ungrasp(x))

objInGripper = nil⇒ affords(moveEmptyGripperTo(`))

objInGripper = x∧ x , nil⇒ affords(moveFullGripperTo(`))

LDEC Effect Axioms{
affords(grasp(x))

}
(
[
grasp(x)

]
objInGripper = x∧gripperLoc = objLoc(x){

affords(ungrasp(x))
}
(
[
ungrasp(x)

]
objInGripper = nil∧objLoc(x) = locOnTable(objLoc(x)){

affords(moveEmptyGripperTo(`))
}
(
[
moveEmptyGripperTo(`)

]
gripperLoc = `{

affords(moveFullGripperTo(`))
}
(
[
moveFullGripperTo(`)

]
gripperLoc = `∧objLoc(objInGripper) = `

Table 1: LDEC Axiomatization of High-Level Domain Actions

Definition 2 High-Level Domain Properties

• graspable(x): a predicate that indicates whether an object x is graspable or not,

• gripperLoc = `: a function that indicates the current location of the gripper is `,

• objInGripper = x: a function that indicates the object in the gripper is x; x is nil if the gripper is
empty,

• objLoc(x) = `: a function that indicates the location of object x is `.

Finally, we also specify a set of “exogenous” domain properties.

Definition 3 Exogenous Domain Properties

• over(x) = `: a function that returns a location ` over the object x,

• locOnTable(`1) = `2: a function that returns a location `2 relative to the table (e.g., on the table or in
a box) for another location `1 above the table.

Like the properties in Definition 2, the exogenous properties model high-level features of the domain. How-
ever, unlike domain properties that are directly tracked by the high-level model, exogenous properties are
information provided to the high-level system by some external (possibly lower level) source. (We will say
more about exogenous properties in Section 5.3.)

Using these actions and properties we can write LDEC axioms that capture the dynamics of the robot
scenario described in Table 5.1. Action precondition axioms describe the properties that must hold of the
world to apply a given action (i.e., affordances), while the effect axioms characterize what changes as a
result of the action. These axioms also encode the STRIPS assumption: fluents that aren’t directly affected
by an action are assumed to remain unchanged by that action [6].

We refer the interested reader to [C] for more details about the formalization of the robot domain in terms
of LDEC rules.
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Figure 2: Hetero-associative net: Storage and Retrieval

5.2 Planning

It is easy to see that the LDEC representation we have been sketching supports high-level planning. For
instance, with these axioms it is trivial for a planner to construct the following simple plan:[

grasp(obj1);moveFullGripperTo(over(box1));ungrasp(obj1)
]
,

to put an object obj1 into box1, from a state in which the robot’s gripper is empty. However, building even
this sort of simple plan from first principles is well beyond the capability of the robot controller alone.

Intuitively, the information encoded in a collection of LDEC axioms captures a generalization of the in-
formation in a large set of instantiated state transition fragments (ISTFs). The action precondition axioms
capture information from the initial state of an ISTF and the action executed, while the effect axioms capture
the generalities for the initial state to final state mappings from an ISTFs. We refer the interested reader to
[C] for a formalization of the ISTF concept.

5.3 Learning LDEC Representations: Affordances and Consequences of Actions

As we have already said, the LDEC representation of the robot planning problem provides a formal language
for specifying the kinds of information that should be learned in order for high level planning to be carried
out. We still have yet to propose a mechanism for learning these representations. Our current proposal for
learning such action representations involves the use of Willshaw nets or Associative Nets(AN).

ANs were first described in [43, 42] following early work by [37] and [2] extended by [33] and [28]. ANs
associate pairs of input and output vectors using a grid of horizontal input lines and vertical output lines
with binary switches (triangles) at the intersections (Figure 2). Again we will refer the interested reader to
[C] for a much more detailed treatment, however, if we store an input pattern with itself as output (an auto-
associative net), ANs can be used to complete partial patterns, as needed to recall perceptually non-evident
properties of objects, such as the fact that the red cube on the table affords grasping. This is exactly the
information that is encoded in action precondition axioms.

Rather than using an auto-associative net we can use a hetero-associative network to learn LDEC style
effect axioms. In this case, we again use the initial state, action, and object as the input pattern from each
ISTF, however as the output pattern we use the resulting state from the ISTF. This will allow us to learn
and retrieve the state-change transitions associated with LDEC operators, with states represented as sparse
vectors of relevant facts or propositions.

Thus we envision a scenario wherein as the robot controller explores the world, successful grasps will
produce ISTFs. On the basis of multiple reproducible experiences of particular ISTFs we can learn the
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Figure 3: Retrieval of affords(grasp(x)) from objInGripper= nil∧graspable(x) in the loaded auto-associative
net

instantiated versions of the precondition axioms and the effect axioms for the robots actions. The resulting
state in each ISTF will vary only in terms of the object-type grasped and the grippers pose. Further, the
invariants can be learned as a basis for classifying the world into object classes and action types. As we
have discussed, identifiers for actions-types can then be associated with the input conditions for the action
via an auto-associative net. Such affordances are added by adding new input and output lines to the net for
the new affordance, and using the existing learning algorithm.

This network can be presented with a possibly incomplete set of properties representing the current state of
the world, and used to retrieve a complete model of the world state, including non-perceptually available
associates including the affordances and object classes (Figure 3).

If the output states and affordances are the same following two different grasp actions for a particular input
state, then clearly the effects (as far as the learner and planner are concerned) of the two grasps are the same
for that input. If the effects are the same for all inputs then the grasps are equivalent and can be collapsed
together.

6. Grounding by Exploration: ‘Birth’ of objects and first OACs

The high-level LDEC description requires the concept of discrete objects. Hence, our cognitive system
needs to be equipped with a mechanism that generates such concepts. A use of prior object model, e.g., in
terms of CAD representation — although successfully applied in computer vision research (see e.g., [19])
— is not appropriate in our context since it would represent a too large degree of bias making the system
unable to work with unknown objects.

6.1 Procedural Definition of Objects and Grasping Affordances

For our purposes, an object is a distinct, connected, physical entity that can be perceived and acted upon.
It is characterized by its perceptual appearance (color, surface hardness, . . . ), its manipulability (set of
affordances: can be grasped in a particular way, continues to slide when pushed, . . . ) and combinations
thereof (makes a shattering noise when dropped).
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Crucially, defining objects in this way (as opposed to, say, geometric properties) permits (a) the autonomous
acquisition of object-related concepts by exploratory learning, and (b) the discovery and goal-directed plan-
ning of relations between objects and of sequences of actions.

From this perspective, the fundamental affordance of an object is its graspability, as it permits the construc-
tion of an initial object representation in the following terms:

Segmentation: a segmentation of the scene into distinct objects and the object-ness of things as such,

Physical characteristics: a description of the shape of the objects in terms of a multi-modal representation,
and

Affordances: an association of successfully performed actions upon the objects.

Such information also provides an essential link between the lower-level robot vision system and the high-
level LDEC representation. For instance, objects discovered by segmentation define LDEC level objects;
object descriptions are abstracted as sets of high-level relational and functional properties; and affordances
suggest the initial object-action relationships that form the basis of LDEC precondition and effect rules.

Segmentation: By grasping an object, the system achieves physical control over it, which can then be
visually verified. In the accumulation OAC, entities that move according to the motion of the hand and
that do not belong to the gripper increase their associated confidences. At the end, only if the robot has
tight physical control over the object, object features become established. By this process, only the visual
descriptors belonging to the object are extracted. In case the gripper is empty or the grip is not stable
enough such that the object does not follow exactly the motion of the gripper, no visual descriptor becomes
established.

Physical characteristics: The accumulation module constructs a 3D visual or multisensory (haptic, . . . )
representation from the segmented features [I]. These representations are useful for further processes such
as object recognition and pose estimation (see Section 6.1).

Affordances: The initial grasp that has been performed has been found to be stable and can now be associ-
ated as a tested hypothesis to the object as an affordance.

This initial object description in terms of elementary physical characteristics and a primitive grasp affordance
mark the ‘birth’ of an object. A symbolic ID can be created, and it can be made accessible to higher-
level planning modules. The object description can then be further refined by probing additional physical
characteristics, and by applying exploratory actions and observing their outcomes.

The initial grasps are performed by hard-wired reflexes that can achieve only a certain level of success (cf.
Section 4.3 and Aarno et al. [A]). These can be refined and extended into more robust, associative grasp
behaviors through further haptic and visual exploration, as outlined in Deliverable D4.1.1.

Note that by the grasping reflex OAC a large set of grasping attempts are produced that are labeled as
successful or not successful. This ground truth can be used to further refine the initial grasping reflex and to
substitute it by a more elaborated behavior.

In the context of object acquisition, optimal movements for object learning have been investigated in [39]
(see also D2.1), in particular addressing the segmentation of the 2D object appearance from the background.
Along the lines of this work, we intend to find optimal movements also in the context of 3D object acquisition
as done in [I].

In the consortium different object representations are used that cover different aspects of objects. While the
visual primitives in [H] cover 2D and 3D edge structures in [40] interest points are used to recognize objects.
Furthermore we exploit colour information of objects combined with their segmentation masks to achieve
full 6D localization [3]. A major focus with all aspects lies on localisation of objects since the full position
and pose is required to execute manipulation tasks with the objects.
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ULg is developing probabilistic representations in terms of local appearance and spatial relations [31]. The
basic learning procedure is unsupervised; it identifies statistically salient feature co-occurrences and inte-
grates them into higher-level compounds under probabilistic spatial relations. The method has been ex-
tended to supervised learning of discriminative features for object recognition [32]. A recent generalization
to 6D pose will permit robust, largely view-independent object recognition, pose estimation, and seamless
integration of non-visual geometric features. First woprk and experiments are described in [B].

7. Integration of High-level Planning and Robot level Control.

There are a number of system level design issues that must be addressed in order to bring together a high-
level planning system and a lower level robotic control system. We have had extensive meetings and dis-
cussions about these issues and [D] documents our current thinking on them. However for convenience we
summarize a few significant points here.

• Maintaining a world model for planning While the robot controller will have direct access to the
state of the world, the planning system will not. We assume that the lower level sensing process will
push significant changes in the world up to the planning system as they happen. We assume that the
planning system will check if its current plan is effected by the changes and replan as necessary.

• Executing Planned Actions Once the high-level system has planned actions, it will request execution
of the action by the robot controller. All of these requests will be in the form of repeating (with a new
object or destination) a previously successful robot action. Effectively the actions the planning system
requests will be grounded by the previous experience of the robot controller.

• Action Monitoring Since the robot system will not have access to the whole plan as constructed
by the planning system, the high-level system will be responsible for continuously monitoring the
success of the actions and plan based on the robot controller’s reported changes in the state of the
world.

8. Links to other Workpackages

Deliverable 8.1.1 is linked to and makes use of work made in a number of workpackages. It is linked to
the software and hardware integration issues dealt with in WP1. There are potential links to be exploited in
terms of grasp evaluation and optimal actions for object learning in WP2. In Deliverable 8.1.1 a number of
sub-modules are used that have been developped in WP4, most notably the grasping reflex and the object
learning (see Deliverable D4.1.1) and the integration with the higher level planning system (see Deliverable
D4.3.1 and WP5).

9. Publications arising from the Project

The attached publications and reports [A, B, C, D, E, F, G, H, I, J, K] and the publications [29, 3, 40] have
been written in the context of the PACO+ project.
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Using tactile sensors for multisensorial scene explorations. In Technical report of the Robotics Group,
Maersk Institute, University of Southern Denmark, number 2007-5, 2007.
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Abstract— One of the main challenges in the field of robotics
is to make robots ubiquitous. To intelligently interact with
the world, such robots need to understand the environment
and situations around them and react appropriately, they need
context-awareness. But how to equip robots with capabilities
of gathering and interpreting the necessary information for
novel tasks through interaction with the environment and by
providing some minimal knowledge in advance? This has been
a longterm question and one of the main drives in the field of
cognitive system development.

The main idea behind the work presented in this paper
is that the robot should, like a human infant, learn about
objects by interacting with them, forming representations of
the objects and their categories that are grounded in its
embodiment. For this purpose, we study an early learning of
object grasping process where the agent, based on a set of
innate reflexes and knowledge about its embodiment. We stress
out that this is not the work on grasping, it is a system that
interacts with the environment based on relations of 3D visual
features generated trough a stereo vision system. We show how
geometry, appearance and spatial relations between the features
can guide early reactive grasping which can later on be used in a
more purposive manner when interacting with the environment.

I. I NTRODUCTION

For a robot that has to perform tasks in a human envi-
ronment, it is necessary to be able to learn about objects
and object categories. It has been recognized recently that
grounding in the embodiment of a robot, as-well as continu-
ous learning is required to facilitate learning of objects and
object categories [1], [2]. The idea is that robots will not
be able to form useful categories or object representations
by only being a passive observer of its environment. Rather
a robot should, like a human infant, learn about objects by
interacting with them, forming representations of the objects
and their categories that are grounded in its embodiment.

Central to the approach are three almost axiomatic as-
sumptions, which are strongly correlated. These also repre-
sent the building blocks of our approach toward creating a
cognitive artificial agent:

• Objects and Actions are inseparably intertwined; En-
tities ("things") in the world of a robot (or human)
will only become semantically useful "objects" through
the action that the agent can/will perform on them.
This forms so-called Object-Action Complexes (named
OACs) which are the building blocks of cognition.

• Cognition is based on recurrent processes involving
nested feedback loops operating on, contextualizing and
reinterpreting object-action complexes. This is done
through actively closing the perception-action cycle.

• A unified measure of success and progress can be ob-
tained through minimization of contingencies which an
artificial cognitive system experiences while interacting
with the environment or other agents, given the drives
of the system.

To demonstrate the feasibility of our approach, we aim
at building a robot system that step by step develop in-
creasingly advanced cognitive capabilities. In this paper, we
demonstrate our initial efforts towards this goal by designing
a scenario for manipulation and grasping of objects.

One of the most basic interactions that can occur between
a robot and an object is for the robot to push the object, i.e.
to simply make a physical contact. Already at this stage, the
robot should be able to form two categories: physical and
non-physical objects, where a physical object is categorized
by the fact that interaction forces occur. A higher level
interaction between the robot and an object would exist if
the robot was able tograspthe object. In this case, the robot
would gain actual physical control over the object and having
the possibility to perform controlled actions on it, such as
examining it from other angles, weighing it, placing it etc.
Information obtained during this interaction can then be used
to update the robots representations about objects and the
world. Furthermore, the successfully performed grasps can
be used as ground truth for future grasp refinement, [2].

In this paper, we are interested in investigating an initial
“reflex-like” grasping strategy that will form a basis for



Fig. 1. Illustration of the vision module. a) and b) shows theimages captured by the left and right cameras (respectively); c) and d) show the primitives
extracted from these two images; in e) a detail of the primitive extraction is shown; f) illustrates the schematic representation of a primitive, where 1.
represents the orientation, 2. the phase, 3. the color and 4.the optical flow. g) from a stereo–pair of primitives(πi, πj) we reconstruct a 3D primitiveΠ,
with a position in spaceΛ and an orientationΘ; h) shows the resulting 3D primitives reconstructed for this scenario.

a cognitive robot system that, at the first stage, acquires
knowledge of objects and object categories and is able to fur-
ther refine its grasping behavior by incorporating the gained
object knowledge, [3]. The grasping strategy does not require
a-priori object knowledge, and it can be adopted for a large
class of objects. The proposed reflex-like grasping strategy
is based on second order relations of multi-modal visual
features descriptors, calledspatial primitives, that represent
object’s geometric information, e.g. 3D pose (position and
orientation) as well as its appearance information, e.g. color
and contrast transition etc. [4], see Fig. 1. Co–planar tuples of
the spatial primitives allow for the definition of a plane that
can be associated to a grasp hypothesis. In addition, these
local descriptors are part of semi-global collinear groups[5].
Furthermore, the color information (by defining co–colority
in addition to co–planarity of primitive pairs) can be used
to further improve the definition of grasp hypotheses. In this
paper, we employ the structural richness of the descriptors
in terms of their geometry and appearance as well as the
structural relations co–linearity, co–planarity and co–colority
to derive a set of grasping options from a stereo image.

We note that the purpose of this work is not to de-
velop yet another grasping strategy for a specific setting,
but rather to provide low-level grasping reflexes that can
be used to generate successful grasps on arbitrary objects.
These grasping reflexes are part of a larger framework on
cognitive robotics where a robot is equipped only with
a set of innate grasps which are used to develop more
complex object manipulation abilities through interaction
and reinforcement so that 1) more complex feature relations
become associated to more precise and successful grasps, and
2) object knowledge becomes acquired and used to further
refine the grasping process. We also have to stress out that
no scene segmentation is performed, since the system does
not even have a concept of an object to start with. In short,
the contributions of our work are the generation of a set
of grasp suggestions on unknown objects based on visual
feedback, grouping of visual primitives for decreasing the
size of the grasps and evaluation of grasps using the GraspIt!
environment, [6].

In this work, “kitchen-type” objects such as cups, glasses,
bowls and various kitchen utensils are considered. However,



our algorithm is not designed for specific object classes but
can be applied for any rigid object that can be described by
edge–like structures.

This paper is organized as follows. In Section II, we
shortly review the related work and in Section III give a
general overview of the system. Details about extraction of
spatial primitives are presented in Section IV and elementary
grasping actions defined in Section V. Results of the exper-
imental evaluation are summarized in Section VI and plans
for future research outlined in Section VII.

II. RELATED WORK

The idea to learn or refine grasping strategies is not new.
Kamon et al. combined heuristic methods with learning
algorithms to learn how to select good grasps [7]. Rössleret
al. used two levels of learners to learn local and global grasp
criteria [8], where the local learner learns about the local
structure of an object and the global learner learns which of
the possible local grasps are best given the object.

There has been a large amount of work presented in the
area of robotic grasping during the last two decades [9].
However, much of this work has been dealing with analytical
methods where the shape of the objects being grasped is
knowna-priori. This work, referred to asanalytical methods,
has focused primarily on computing grasp stability based on
force and form-closure properties or contact-level graspssyn-
thesis based on finding a fixed number of contact locations
with no regard to hand geometry, [9],[10]. This problem is
important and difficult mainly because of the high number
of DOFs involved in grasping arbitrary objects with complex
hands. Another important research area is grasp planning
without detailed object models where sensor information
such as computational vision is used to extract relevant
features in order to compute suitable grasps, [11], [12], [13].
In this paper, we denote this approach assensor-driven.

Related to our work, we have to mention systems
that deal with automatic grasp synthesis and planning,
[14],[15],[16],[17]. This work concentrates on automatic
generation of stable grasps given assumptions about the
shape of the object and robot hand kinematics. Example
of assumptions may be that the full and exact pose of the
object is known in combination with its (approximate) shape,
[14]. Another common assumption is that the outer contour
of the object can be extracted and a planar grasp applied,
[16]. Taking into account both the hand kinematics as well
as somea-priori knowledge about the feasible grasps has
been acknowledged as a more flexible and natural approach
towards automatic grasp planning [18],[14]. [18] studies
methods for adapting a given prototype grasp of one object
to another object. The method proposed in [14] presents a
system for automatic grasp planning for a Barrett hand [19]
by modeling an object as a set of shape primitives, such as
spheres, cylinders, cones and boxes in a combination with a
set of rules to generate a set of grasp starting positions and
pregrasp shapes.

One difference between the analytical and sensor-driven
approaches is that the former tend to use complex hands

with many DOFs, while the latter use simple ones such
as parallel yaw-grippers. One reason for this is that if the
reconstruction of the object’s shape is not very accurate, us-
ing a complex gripping device does not necessarily facilitate
grasping performance. For sensor-driven approaches it is also
very common to perform only planar grasps where all the
contacts between the fingers and the object are confined to
a plane. As an example, objects are placed on a table and
grasped from above. This simplifies both the vision problem,
since only the outer boundary of the object in the image
plane has to be estimated, as well as the grasp planning by
constraining the search space.

The main differences of our work compared to the above-
mentioned work are the following:

• We rely on 3D information based on three dimensional
primitives extracted online. This allows us to compute
arbitrary grasping directions compared to only planar
grasps considered in, e.g. [16].

• The structural richness of the primitives (geometric
and appearance based information, collinear grouping)
allows for an efficient reduction of grasping hypotheses
while keeping relevant ones.

• Our system focuses on generating a certain percentage
of successful grasps on arbitrary objects rather than high
quality grasps on a constrained set of objects. We will
show that with our representations we are able to extract
a sufficient number of successful grasping options to be
used as initiator of learning schemes aiming at more
sophisticated grasping strategies.

III. SYSTEM OVERVIEW

The work presented in this paper serves as a building block
for the development of a cognitive robot system. The robot
platform considered is comprised of a set of sensors and
actuators. The minimum requirements necessary to realize
the work presented in this paper is that the sensors are
able to deliver a set of visual primitives (section IV) and
the configuration of the actuators. The required actuator is
a manipulator, comprised of a robotic arm and a gripper
device. In this context the term sensor is not necessarily
related to a real physical sensing device, but rather an
abstract measurement delivered to the system, possibly after
performing computations on data sampled from a physical
sensor.

The complete system is outlined in Fig. 2. In this paper
we are interested in developing grasping reflexes. A grasping
reflex is triggered by the vision system. The vision system
continuously computes the spatial primitives described in
section IV which are feed as sensor input to the set of
reflexes and to the cognitives system. If the grasping reflex
has not been inhibited by the cognitive system and the sensor
stimuli is strong enough, i.e. there are sufficiently many
spatial primitives visible, the grasping reflex is performed.
This reflex behavior computes a set of possible grasps and
tries to perform them. Each grasp evaluated results in a
reinforcement signal which can be used by the cognitive sys-
tem to update its representation of the world. The following



two sections describe the spatial primitives and the rules for
generating the grasping actions.

Fig. 2. System overview

IV. SPATIAL PRIMITIVES

The image processing used in this paper is based on multi-
modal visual primitives [20], [4], [5]. First, 2D primitives
are extracted sparsely at points of interest in the image (in
this case contours) and encode the value of different visual
operators (hereby referred to asvisual modalities) such as
local orientation, phase, color (on each side of the contour)
and optical flow (see Fig. 1.d, 1.e and 1.f). In a second step,
the 2D primitives become extended to the spatial primitives
used in this work. After finding correspondences between
primitives in the left and right image, we reconstruct a spatial
primitive, (see Fig. 1.g) that has the following components,
(for details see [21], [5]):

Π = {Λ, Θ, Ω, (cl, cm, cr)},

where Λ is the 3D position;Θ is the 3D orientation;Ω
is the phase (i.e., contrast transition); and,(cl, cm, cr) is
the representation of the color of the spatial primitive,
corresponding to the left (cl), the middle (cm) and the right
side (cr).

The sparseness of the primitives allows to formulate three
relationsbetween primitives that are crucial in our context:

• Co–planarity:
Two spatial primitivesΠi andΠj are co–planar iff their
orientation vectors lie on the same plane, i.e.:

cop(Πi, Πj) = 1 − |proj Θj×vij
(Θi × vij)|,

where vij is defined as the vector(Λi − Λj), and
proj

u
(a) is defined as:

proj
u
(a) =

a · u

‖ u ‖2
u. (1)

The co–planarity relation is illustrated in Fig. 3(a).
• Collinear grouping (i.e., collinearity):

Two spatial primitivesΠi andΠj are collinear (i.e., part
of the same group) iff they are part of the same contour.
Due to uncertainty in 3D reconstruction process, in this
work, the collinearity of two spatial primitivesΠi and
Πj is computed using their 2D projectionsπi and πj .
We define the collinearity of two 2D primitivesπi and
πj as:

col(πi, πj) = 1 −
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(a) Co–planarity of two 3D primitivesΠi andΠj .

πjπi πk

(b) Co–colority of three 2D primitivesπi, πj and πk.
In this case,πi and πj are cocolor, so areπi and πk;
however,πj andπk are not cocolor.

αi

πj

vij

πi

αj
φi
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(c) Collinearity of two 2D primitivesπi andπj .

Fig. 3. Illustration of the relations between a pair of primitives.

whereαi andαj are as shown in Fig. 3(c), see [5] for
more details on collinearity.

• Co–colority: Two spatial primitivesΠi andΠj are co–
color iff their parts that face each other have the same
color. In the same way as collinearity, co–colority of two
spatial primitivesΠi andΠj is computed using their 2D
projectionsπi andπj . We define the co–colority of two
2D primitivesπi andπj as:

coc(πi, πj) = 1 − dc(ci, cj),

whereci andcj are the RGB representation of the col-
ors of the parts of the primitivesπi andπj that face each
other; and,dc(ci, cj) is Euclidean distance between
RGB values of the colorsci and cj . In Fig. 3(b), a
pair of co–color and not co–color primitives are shown.

Co–planarity in combination with the 3D position allows
for the definition of a grasping pose; Collinearity and co–
colority allows for the reduction of grasping hypotheses. The
use of the relations in the grasping context is shown in Fig. 4.

V. ELEMENTARY GRASPINGACTIONS

Coplanar relationships between visual primitives suggests
different graspable planes. Fig. 4 shows a set of spatial
primitives on two different contoursli and lj with co–
planarity, co–colority and collinearity relations.



P

li

lj

Fig. 4. A set of spatial primitives on two different contoursli and lj that
have co–planarity, co–colority and collinearity relations; a plane P defined
by the co–planarity of the spatial primitives and and an example grasp
suggested by the plane.

Five elementary grasping actions (EGA) will be consid-
ered as shown in Fig. 5. EGA1 is a “pinch” grasp on a
thin edge like structure with approach direction along the
surface normal of the plane spanned by the primitives. EGA2
is an “inverted” grasp using the inside of two edges with
approach along the surface normal. EGA3 is a “pinch” grasp
on a single edge with approach direction perpendicular to the
surface normal. EGA4 is similar to EGA2 but its approach
direction is perpendicular to the surface normal. Also it
tries to go in “below” one of the primitives. EGA5 is wide
grasp making contact on two separate edges with approach
direction along the surface normal.

The EGAs will be parameterized by their final pose (po-
sition and orientation) and the initial gripper configuration.
For the simple parallel jaw gripper, an EGA will thus be
defined by seven parameters: EGA(x, y, z, γ, β, α, δ) where
p = [x, y, z] is the position of the gripper “center” according
to Fig. 6; γ, β, α are the roll, pitch and yaw angles of the
vectorn; andδ is the gripper configuration, see Fig. 6. Note
that the gripper “center” is placed in the “middle” of the
gripper.

Fig. 6. Parameterization of EGAs.

The main motivation for choosing these grasps is that they
represent the simplest possible two fingered grasps humans
commonly use. The result of applying the EGAs can be
evaluated to provide a reinforcement signal to the system.
The number of possible outcomes of each of the EGAs are
different and will be explained below.

For all of the EGAs the possibility of anearly failure
exists. That is, the EGA fails before reaching the target

configuration. This will result in a reinforcementRfe. Fur-
thermore, it is possible for all EGAs to fail a grasping
procedure.

For EGA1, EGA3 and EGA5, a failed grasp can be
detected by the fact that the gripper is completely closed.
This situation will result in a reinforcementRfl.

For EGA1 and EGA3, the expected grasp is a pinch type
grasp, i.e. narrow. Therefore, they can also “fail” if the
gripper comes to a halt too early, that isδ > ∆min. This
will result in a reinforcementRft.

EGA2 fails if the gripper is fully opened, meaning that no
contact was made with the object. This gives a reinforcement
Rfh.

To detect failure of EGA4, a tactile sensor is required on
the side of the “fingers”. If, after positioning and opening the
gripper, there is no contact between the object and the tactile
sensor, the EGA has failed. This results in a reinforcement
Rfc.

If none of the above situations is encountered, a positive
reinforcementRg is given, and the EGA is considered
successful.

A. Computing Action Parameters

Let Γ = {Π1, Π2} be a primitive pair,Λ(Π) be the
position of Π and Θ(Π) be the orientation ofΠ, also let
Γi be thei:th pair. From that we can calculate

d = Λ(Π2) − Λ(Π1)

n1 = Θ(Π1) × d

n2 = Θ(Π2) × d

sw =

{

−1 if n1 · n2 < 0
1 else

and with those we calculate the planep

Pp = Λ(Π1) + fracd2

np =
n1 + swn2

‖ n1 + swn2 ‖

which is used when calculating actions parameters
The parameterization of the EGAs is given with the

gripper normaln and the normal of the surface between
the two fingersa as illustrated in Fig. 6. From this, the yaw,
pitch and roll angles can be easily computed.

For EGA1, there will be two possible parameter sets given
the primitive pairΓ = {Π1, Π2}. The parameterization is as
follows:

pgripper = Λ(Πi)

n = ∇(p)

a = perp
n
(Θ(Πi))/ ‖ perp

n
(Θ(Πi)) ‖ for i = 1, 2

where∇(p) is the normal of the planep and perp
u
(a) is

the projection ofa perpendicular tou. That isperp
u
(a) =

a− proj
u
(a), whereproj

u
(a) is defined according to (1).



(a) EGA1 (b) EGA2 (c) EGA3 (d) EGA4 (e) EGA5

Fig. 5. Elementary grasping actions, EGAs.

For EGA2, there is only one parameter set.

d = Λ(Π2) − Λ(Π1)

pgripper = Λ(Π1) + d/2

n = ∇(p)

a = n × d/ ‖ n× d ‖

For EGA3, there will be two possible parameter sets for
i = 1, j = 2 and i = 2, j = 1.

d = Λ(Πj) − Λ(Πi)

n = d/ ‖ d ‖

pgripper = Λ(Πi)

a = n ×∇(p)

For EGA4, there will be two possible parameter sets for
i = 1, j = 2 and i = 2, j = 1. Where ǫ is a step size
parameter that will depend on the gripper used.

d = Λ(Πj) − Λ(Πi)

n = d/ ‖ d ‖

pgripper = Λ(Πi) −∇(p) · ǫ

a = n×∇(p)

EGA5 will have the same parameters as EGA2 except that
the gripper will be fully opened.

B. Limiting the Number of Actions

For a typical scene, the number of coplanar pairs of
primitives is in the order of103 − 104. Given that each
coplanar relationship gives rise to 8 different grasps from
the five different categories, it is obvious that the number
of suggested actions must be further constrained. Another
problem is that coplanar structures occur frequently in natural
scenes and only a small set of them suggest feasible actions,
e.g. objects placed on a table create a lot of 3D line structures
coplanar to the table but can not grasped directly by a
grasping direction normal to the table. In addition, there exist
many coplanar pairs of primitives affording similar grasps.

To overcome some of the above problems, we make use
of the structural richness of the primitives. First, their em-
bedding into collinear groups naturally clusters the grasping
hypotheses into sets of redundant grasps from which only
one needs to be tested. Furthermore, co–colority, gives an
additional hypothesis for a potential grasp.

Fig. 7. Small overlapping groups form large groups

1) Using Grouping Information:From the 2D primitives
(before stereo reconstruction) collinear neighbors can be
found. The collinear neighbors can be mapped to corre-
sponding 3D primitives. These small neighborhoods form
the set ofsmall groups, {g1, g2, ..., gN}. The large groups,
{G1, G2, ..., GM}, are formed by the grouping of the small
groups overlapping each other, Fig. 7 such that ifΠi and
Πj are part of groupgx and Πj and Πk is part of group
gy thengy andgx is part of the same large groupGz. The
result is that the large groups are separated meaning that a
primitive that exist in groupGX can not exist in any other
groupGY . Using this grouping information it is possible to
add additional constraints on the generation of EGA s.

First, all primitives that are not part of a sufficiently
large groupGi are discarded. Secondly, the relations co–
planarity and co–colority between small groups of primitives
are computed such that primitiveΠi ∈ gx and Πj ∈ gy

are only considered to have a co–planarity or co–colority
relation if all primitives ingx are coplanar or cocolor w.r.t
all primitives in gy. Finally, it is possible to constrain the
generation of EGAs to only one EGA of each type for each
large group.

VI. EXPERIMENTAL EVALUATION

Fig. 9, Fig. 10 and Fig. 11 show some of the grasps
generated for the scenes evaluated here. Fig. 8 shows visual
features generated by the stereo system and a selection of
generated actions. Fig. 9 shows a simple plate structure for
which the outer contour is generated since the object is



Fig. 9. Examples of tested grasps on a plate (from left): successful grasp using EGA5, and a few early failures using EGA1,EGA3 and EGA5,
res5respectively.

Fig. 8. Two example scenes designed for testing and a selection of the
generated actions.

homogeneous in texture. Fig. 10 shows a scene with a single,
but a more complex object than the previous one. Fig. 11
shows two scenes with two (cup and knife) and three objects
(box, cup and bottle9.

On each of the scene, after the spatial primitives have
been extracted, elementary actions shown in Fig. 5 are tested.
There are few reasons for which a certain grasp may fail:

• The system does not have the knowledge of whether
the object is hollow or not, so testing EGA2 will results
with a collision and thus failure.

• Since no surface is reconstructed, EGA1 will fail for
hollow objects which are grasped from “below”.

• If the hand, during the approach, detects a collision on
one of the fingers, the grasping process is stopped. In
reality, this grasp may happen to be successful anyway
if the object is moved so that it is centered between the
fingers.

Table I summarizes the results for the generated success
rate regarding a number of successful grasps given no

Scene gr pl+gr col+gr gr+pl+col

Plane 70% (7/10) 83% (5/6) 57% (4/7) 100% (5/5)

Cup 26% (17/66) 38% (14/37) 27% (13/49) 33% (8/24)

Cup/Kn 31% (14/45) 28% (9/32) 31% (11/35) 25% (5/20)

3 objects 8% (33/434) 9% (9/98) 13% (18/139) 15% (8/53)

TABLE I

EXPERIMENTAL EVALUATION OF THE GRASP SUCCESS RATE WHERE THE

FOLLOWING NOTATION IS USED: PL (CO-PLANARITY ), GR (GROUPING),

CL (CO-COLORITY) AND (SUCCESFULL/TESTED) GRASPS.

knowledge of the object shape. We note that the results are
a summary of an extensive experimental evaluation since,
given different types and combinations of spatial primitives
all generated actions had to be evaluated. It can be seen that
for a scene of low complexity (plate) the average number of
successful grasps is close to80%. For more complex scenes
this number is dependant on the number and type of objects.
It is also important to note not only the percentage but the
number of evaluated grasps. Although, in some cases, the
success rate is lower when primitives are integrated, there
are much fewer hypotheses tested. These results should also
be considered together with the results presented in Table II
where we show how the integration of grouping, co-colority
and co-planarity affects the number of generated hypotheses
(affordances). Another thing to point out related to Table I
is that most of the unsuccessful grasps happened due to an
“early failure” such as that a contact was detected before the
grasp was executed. Again, this failure may in some cases
result with a successful grasp anyway. Another big source
of failure was that there was nothing to lift, i.e. EGA3 could
not have been applied.

VII. C ONCLUSIONS

Robots should be able to extract more knowledge through
their interaction with the environment. The basis for this
interaction should not be a detailed model of the environment
and lots of a-priori knowledge but the robot should be
engaged in an exploration process through which it can
generate more knowledge and more complex representations.
In this paper, we have presented one of the building blocks
necessary in such a system.



Fig. 10. Examples of tested grasps on a cup (from left): a successful grasp using EGA1, and a few early failures using EGA1,EGA1, EGA2 and EGA3,
respectively.

Fig. 11. Examples of successful grasps with two and three objects.

Scene (no gr) (no gr)+pl (no gr)+col (no gr)+pl+col

Plane 46 224 35 608 38 512 30 224

Cup 172 224 96 112 89 392 56 120

Cup/knife 269 360 140 920 139 136 79 104

3 objects 927 368 303 960 315 336 166 008

Scene gr gr+pl gr+col gr+pl+col

Plane 80 48 56 40

Cup 528 296 392 192

Cup/knife 360 256 280 160

3 objects 3472 784 1112 424

TABLE II

THE NUMBER OF GENERATED ACTION HYPOTHESES WHERE THE

FOLLOWING NOTATION IS USED: NO GR (NO GROUPING), PL

(CO-PLANARITY ), GR (GROUPING), CL (CO-COLORITY).

In particular, we have designed an early grasping system,
based on a set of innate reflexes and knowledge about
its embodiment. We relied on 3D information based on
primitives extracted online and showed how the structural
richness of primitives can be used for an efficient reduction
of grasping hypotheses while keeping relevant ones. Rather
than dealing with high quality grasps on a constrained set
of known objects, we have demonstrated that the system
is able of generating a certain percentage of successful
grasps on arbitrary objects. This is important for our future
research that will develop complex learning schemes aiming
at more sophisticated grasping strategies and knowledge
representation.
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This paper presents a two-stage 3D object rep-
resentation framework. The first stage is an early
cognitive vision process that extracts symbolic 3D
visual features from stereo views of a scene, com-
bining different visual modalities into condensed
local descriptors. The second stage develops a hi-
erarchical model based on probabilistic correspon-
dences and probabilistic relations between 3D fea-
tures. The bottom of the hierarchy is linked to
the first stage visual features; pairs of features
that present strong geometric correlation are then
iteratively grouped into higher-level meta-features
that encode probabilistic relative spatial relation-
ships between their children. The model is instan-
tiated by propagating evidence up and down the
hierarchy using the Belief Propagation algorithm,
which infers high level features from local evidence
and reinforces local evidence from globally consis-
tent knowledge. It is eventually shown how to use
our framework to evaluate the pose of a known ob-
ject in an unknown scene, without point correspon-
dences. An experiment is provided to demonstrate
the applicability of the system.

1 Introduction

Objects can be characterized by configurations of
parts. This insight is reflected in computer vi-
sion by the increasing popularity of representa-
tions that combine local appearance with spatial
relationships (Burl et al., 1995, 1998; Piater and
Grupen, 1999). Such methods are richer and more
easily constructed than purely geometric models,
more expressive than methods purely based on lo-
cal appearance such as bag-of-features methods
(Leung and Malik, 2001; Dance et al., 2004) and
more robust and more easily handled in the pres-
ence of clutter and occlusions than methods based

on global appearance. Moreover, they not only
allow bottom-up inference of object parameters
based on features detected in images, but also top-
down inference of image-space appearance based
on object parameters.

We have recently presented a framework for
unsupervised learning of hierarchical representa-
tions that combine local appearance and proba-
bilistic spatial relationships (Scalzo and Piater,
2005, 2006). By analyzing a set of training images,
our method creates a codebook of features and
observes recurring spatial relationships between
them. Pairs of features that are often observed
in particular mutual configurations are combined
into a meta-feature. This procedure is iterated,
leading to a hierarchical representation in the form
of a graphical model with primitive, local features
at the bottom, and increasingly expressive meta-
features at higher levels. Depending on the train-
ing data, this leads to rich representations useful
for tasks such as object detection and recognition
from 2D images.

In this paper, we present an extension of this
method to 3D features. Here, a low-level fea-
ture is an oriented patch in 3–space, annotated
by various appearance characteristics (Krüger and
Wörgötter, 2005). To learn an object represen-
tation, sets of 3D features are constructed using
structure-from-motion techniques. A hierarchical
object representation is then learned by observing
reliable 3D configurations.

To infer the presence of such an object model
from a scene represented as a set of 3D fea-
tures, evidence from local features is integrated
through bottom-up inference within the hierarchi-
cal model. Intuitively, each observed feature prob-
abilistically votes for all possible object configura-
tions consistent with its pose. During inference, a
consensus emerges among the available evidence,

1
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leading to one or more consistent scene interpre-
tations. The system never commits to specific fea-
ture correspondences, and is robust to substantial
clutter and occlusions.

We illustrate our method on the application of
object pose estimation. Object models are learned
within a given world reference frame, within which
the object is placed in a reference pose. Compar-
ing an instance of the model in an unknown scene
with an instance in the learned scene allows us to
deduce the object pose parameters in the unknown
scene.

2 Early Cognitive Vision

The early cognitive vision stage produces a com-
pact coding of image information in terms of lo-
cal multi-modal image descriptors (Krüger and
Wörgötter, 2005). The multi-modal qualifier
stands for the different visual sub-modalities pre-
sented in the descriptor, namely geometric infor-
mation (image orientation) and structural image
information (contrast transition and color).

To begin with, 2D primitives are extracted
from 2D imagery. Several local filters are ap-
plied to compute the following modalities: orienta-
tion, intrinsic dimensionality (degrees of freedom
of an image patch), phase (characterization of con-
trast transition), and color. Primitives are drawn
from sparse interest points throughout the image.
Whether a point is interesting or not is decided on
basis of intrinsic dimensionality.

Following the extraction of 2D primitives comes
a 3D reconstruction system for stereo pairs, and
for stereo sequences. Stereo matching is applied to
stereo pairs to infer 3D feature locations. On top
of that, temporal integration procedures allow for
the exploitation of stereo sequences. This includes
ego-motion computation, stereo using a delayed
baseline and accumulation of 3D data over time.
The multi-modal information held by a pair of
2D primitives is combined to infer the dual multi-
modal information describing the corresponding
3D feature.

3 Hierarchical Features

Our object model consists of a set of generic fea-
tures organized in a hierarchy. Features that form
the bottom level of the hierarchy, referred to as
primitive features, are linked to early cognitive vi-
sion feature observations. The rest of the features

are meta-features which embody spatial configu-
rations of more elementary features, either meta
or primitive. Thus, a meta-feature incarnates the
relative configuration of two features from a lower
level of the hierarchy.

3.1 Model Presentation

A feature can intuitively be associated to a “part”
of an object, i.e. a generic component meant to be
instantiated once or several times during a “men-
tal reconstruction” of the object. At the bottom
of the hierarchy, primitive features correspond to
local parts that each have many instances in the
object. Climbing up the hierarchy, meta-features
correspond to increasingly complex parts defined
in terms of constellations of lower parts. Eventu-
ally, parts become complex enough to satisfacto-
rily represent the whole object. Figure 1 shows

Meta–features

Primitive features

Figure 1: A didactic example of a hierarchy model
for a bike.

a didactic example of hierarchy for a bike. The
bike is the composition of frame and wheel fea-
tures. A wheel is composed of pieces of tire and
spokes. The generic piece of tire at the bottom of
the hierarchy is a primitive feature; the pieces of
tire squared in green in the scene (Figure 2) are
instances of that primitive feature.

A meta-feature encodes a spatial relationship
between a pair of lower-level features. The spatial
relationship between a pair of features will often
correspond to a set of relationships between fea-
ture instances. In the bike model, let us consider
the meta-feature that represents a generic wheel.
There are two wheels in the picture; two instances
of the wheel feature will be used in a mental re-
construction of the bike. Hence, the meta-feature
bike will encode two relationships: one between
the frame and the front wheel (the front wheel is
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on the right side of the frame) and one between
the frame and the back wheel (the back wheel is
on the left side of the frame).

Figure 2: Instances of the generic piece-of-tire
primitive feature in the bike scene.

At the bottom of the hierarchy, primitive fea-
tures are tagged with an appearance descriptor
called codebook vector. The set of all codebook
vectors forms a codebook that makes the link
between the object model and feature observa-
tions. In this paper, observations come from the
early cognitive vision stage. Codebook vectors are
thus composed of early cognitive vision structural
modalities, namely intrinsic dimensionality, phase,
and left–middle–right colors. In summary, infor-
mation about an object can be stored within the
model in the three following forms:

i. The topology of the graph, i.e. the hierarchy
that the edge pattern induces between nodes.

ii. The relationships between related nodes.

iii. The codebook vectors annotating bottom
level nodes.

When a model is associated to a particular scene
(construction or instantiation), features are linked
to their instances in that scene. For primitive fea-
tures, instances will often correspond to observa-
tions. For meta-features, instances are abstract
entities tagged by a pose. As explained in the next
paragraph, these links are not static but proba-
bilistic. This allows the representation of several
relationships in one meta-feature, and of several
instance poses for the same feature. Also, spatial
relationships and feature poses become more flex-
ible: they can be spread or concentrated following
the local confidence or variability.

3.2 Model Definition

Formally, the hierarchy is implemented using a
Pairwise Markov Random Field (see Figure 3).
Features are associated to hidden nodes (in white
in Figure 3), and the structure of the hierarchy
is reflected by the edge pattern in-between them.

Each meta-feature is thus linked to its two child
features. Observed variables of the field yi stand
for observational bias.

y2 y3

x4

φ0(x0)

ψ4,0(x4, x0)

x0 x1 x2 x3

y0 y1

Figure 3: A feature hierarchy Pairwise Markov
Random Field. Features correspond to hidden
variables, in white. Observations, in black, cor-
respond to early cognitive vision data, linked to
bottom-level primitive features.

Parametrization When feature i is linked to
its instances in a scene, it is not tagged with a
discrete pose, but with a probability density over
the pose space

SE(3) = R3 × SO(3)

held by a random variable xi.
As noted above, a meta-feature encodes the re-

lationship between its two children. However, the
graph records this information in a slightly dif-
ferent way. Instead of recording the relationship
between the two child features, the graph records
two relationships, between the meta-feature and
each of the children. Both ways are strictly equiv-
alent, for any pose associated to the meta-feature
whatsoever. The actual pose associated to the
meta-feature is non determinant, it depends on the
construction procedure that was applied to learn
the graph. Recording relationships between meta-
features and their children allows to naturally as-
similate them to edges of the graph. The relation-
ship between a meta-feature i and one of its chil-
dren j is parametrized by a compatibility potential
function ψij(xi, xj) associated to edge ei,j . A com-
patibility potential function gives, for any given
pair of poses for the features it links, the proba-
bility of finding that particular configuration for
these two features. We only consider rigid body
motion relationships. Moreover, relationships are
relative spatial configurations. Compatibility po-
tentials can thus be represented by a probability
density over the meta-feature–to–feature transfor-
mation space SE(3).
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Finally, the statistical dependency between hid-
den variable xi and its observation variable yi is
parametrized by an observation potential φi(xi),
also referred to as evidence for xi, which corre-
sponds to the observation spatial distribution for
xi.

Primitive feature instance formally refers to a
mode of a primitive feature distribution. A prim-
itive feature instance often corresponds to an ob-
servation. However, observations are prior knowl-
edge. Primitive feature instances are posterior;
they depend on observations and all features of
the hierarchy. Owing to inference mechanisms
presented in the next paragraph, if a potential
observation is occluded, a primitive feature in-
stance may appear at its place. If an observation
is wrongly associated to a primitive feature, it may
not appear in the primitive feature density.

Inference An interesting aspect of graphical
models is that they provide a formalism appropri-
ate for the definition of elaborated inference al-
gorithms, i.e. algorithms for efficient computation
of statistical quantities. An efficient inference al-
gorithm is essential to the hierarchical model, for
it provides the mechanism that will let features
communicate and propagate information.

The inference algorithm is currently the Belief
Propagation (BP) algorithm (Yedidia et al., 2002;
Jordan and Weiss, 2002). Belief Propagation is
based on incremental updates of marginal proba-
bility estimates, referred to as beliefs. The belief
at feature i is denoted

b(xi) ≈ p(xi|y) =
∫
...

∫
p(x1, ..., xN |y)

dx1...dxi−1dxi+1...dxN

where y stands for the observational bias. Dur-
ing the execution of the algorithm, messages are
exchanged between neighboring features (hidden
nodes). A message that feature i sends to feature
j is denoted mij(xj), and contains feature i’s be-
lief about the state of feature j. In other words,
mij(xj) is a real positive function proportional to
feature i’s belief about the plausibility of finding
feature j in pose xj . At any time during the ex-
ecution of the algorithm, the current pose belief
(or marginal probability estimate) for feature i is
the normalized product of the local evidence and
all incoming messages, as

bi(xi) =
1
Z
φi(xi)

∏
j∈neighbors(i)

mji(xi). (1)

To prepare a message for feature j, feature i starts
by computing a local “pose belief estimation”, as
the product of the local evidence and all incoming
messages but the one that comes from j. This
product is then multiplied with the compatibility
potential of i and j, and marginalized over xi. The
complete expression for the message is

mij(xj) =
∫
ψij(xi, xj)φi(xi)∏

k∈neighbors(i)\j

mki(xi)dxi. (2)

As we see, the computation of a message doesn’t
directly involve the complete local belief (1). In
general, the explicit belief for each node is com-
puted only once, after all desirable messages have
been exchanged.

When BP is finished, collected evidence has
been propagated from primitive features to the
top of the hierarchy, permitting inference of top
feature marginal pose densities. Furthermore, re-
gardless of the propagation scheme (message up-
date order), the iterative aspect of the message
passing algorithm ensures that the global belief
about the object pose –concentrated at the top
nodes– has at some point been propagated back
down the hierarchy, reinforcing globally consistent
evidence and permitting the inference of occluded
features. While there is no theoretical proof of
BP convergence for loopy graphs, empirical suc-
cess has been demonstrated in many situations.

Nonparametric Representation We opted
for a non-parametric approach to probability den-
sity representation. A density is simply repre-
sented by a set of points; the local density of
these points in space is proportional to the actual
probabilistic density in that region. Compared to
usual parametric approaches which involve a lim-
ited number of parametrized kernels, problems like
fitting or the choice for a number of components
can be avoided. Also, no assumption concerning
the shape of the density has to be made.

Density points live in the pose space SE(3).
The location/translation component is obviously
parametrized by a 3–vector. For the orienta-
tion/rotation component it was decided to prefer
quaternions over rotation matrices, for they pro-
vide a well fitted formalism for rotation manip-
ulation like composition or metric definition (see
Kuffner, 2004; Karney, 2006).

For inference, we use a variant of BP, Nonpara-
metric Belief Propagation, which essentially de-
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velops an algorithm for BP message update (2)
in the particular case of continuous, non-Gaussian
potentials (Sudderth et al., 2003). The underlying
method is an extension of particle filtering; the
representational approach is thus nonparametric
and fits our model very well.

3.3 Model Instantiation

Model instantiation is responsible for detecting in-
stances of a completed object model in a scene.
It will provide pose densities for all features of
the model, indicating where the learned object is
likely to be seen. Instantiating a model in a scene
amounts to inferring posterior marginal densities
for all features of the hierarchy. Thus, once priors
(observation potentials) have been defined, the in-
stantiation is achieved by generic algorithms. The
algorithm currently in use is the Belief Propaga-
tion algorithm, described at Section 3.2.

For primitive features, evidence is estimated
from feature observations. Observations are classi-
fied with the primitive feature codebook; for each
primitive feature i, its observation potential φi(xi)
is estimated from observations that are in the class
i’s codebook vector. For meta-features, evidence
is uniform.

3.4 Model Construction

The construction procedure is a rather straight-
forward transcription of the model itself. It starts
by building a codebook of feature observations,
by clustering them in the appearance space. The
number of classes is a parameter to the system.
These classes are then used to initialize the first
level of the graph:

1. A primitive feature is created for each class;

2. Each primitive feature is tagged with the
codebook vector (cluster center) that charac-
terizes its corresponding class;

3. The spatial probabilistic density of each prim-
itive feature is computed from the spatial dis-
tribution of observations of the corresponding
class. Since we are using non-parametric rep-
resentations, the set of observations bound to
each primitive feature can be directly used as
a density representation.

Clustering is necessary to bring flexibility to the
link between visual data and the object model, by
relaxing the association of observations to primi-
tive features. Also, it allows to control the number

of primitive features, to conserve reasonable com-
putational efficiency.

After primitive features have been computed,
the graph is built incrementally, in an iterative
manner. The aim of the construction algorithm
is to extract feature co-occurrence statistics. Fea-
tures that tend to occur at non-accidental relative
positions are repeatedly grouped into a higher-
level meta-feature. At each step, the top level of
the graph is searched for strongly correlated pairs
of features. The k most strongly correlated pairs
are selected to form the k meta-features of the
next level. The number of meta-features created
at each step is a parameter, which is usually kept
equal to the initial number of classes. The search
for strong feature combinations is the operation
responsible for the topology of the graph, and in-
cidentally for the structure of the hierarchy.

The next two operations consist of

1. The synthesis of a spatial probability dis-
tribution for each new meta-feature, from
a combination of the child densities. The
meta-feature is placed in the middle of its
children, location- and orientation-wise: the
meta-feature distribution will be dense be-
tween dense regions of the child distributions.

2. The extraction of spatial relations between
each meta-feature and its children, which de-
fines the compatibility potentials. This is
achieved by repeatedly taking a pair of sam-
ples, one from the parent distribution and
one from a child distribution. The spatial re-
lationships between a large number of these
pairs form the relationship distribution be-
tween the parent and that child.

Where the search for strong combinations was
responsible for the topology of the graph, the
extraction of spatial relations is responsible for
the parametrization of the graph through the
definition of compatibility potentials associated
with edges between adjacent features. This
parametrization constitutes the principal outcome
of the learning algorithm.

Incremental construction of the graph can, in
principle, continue indefinitely, growing an ever-
richer representation of the observed scene. The
number of levels is a parameter that is set to reach
the desired level of abstraction.
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4 Object Pose Estimation

Since features at the top of the graph represent the
whole object, they will present unimodal and rela-
tively concentrated densities. These densities can
be used to estimate the object pose. There is one
detail to keep in mind though. The top features
all represent the whole object, but as different re-
cursive combinations of features. The poses of the
top features are thus expected to be different.

Let us consider a model for a given object, and
a pair of scenes where the object appears. In the
first scene, the pose of the object is known and
denoted πo, . In the second scene, the pose of the
object is unknown. The application our method
to estimate the pose of the object in the second
scene goes as follows:

1. Instantiate the object model in scene 1. For
every top feature i of the instantiated graph,
compute an aggregate feature pose πi

1 from
the unimodal densities.

2. Instantiate the object model in scene 2. For
every top feature of that graph, compute an
aggregate feature pose πi

2.

For all top level feature i, the transformations
from πi

1 to πi
2 should be very similar; let us de-

note the mean transformation t. This trans-
formation corresponds to the rigid body mo-
tion between the pose of the object in the first
scene and its pose in the second scene.

3. From the rigid body motion t between the
scenes, it is straightforward to compute the
object pose in the second scene, by applying
t to πo.

A prominent aspect of this procedure is its ability
to recover an object pose without explicit point-
to-point correspondences. The estimated pose
emerges from a negotiation in all available data.

5 Experiment and Results

This section presents a pose estimation experi-
ment. Input imagery is a set of two stereo pairs,
as shown in Figure 4. The motion between the
first and second views is a camera translation of
70 units in the direction of the object; the object
itself has a size of about 300 units. Early cognitive
vision produces a set of feature observations for
each view. In order to learn a clean model, back-
ground noise is removed from the training view.

Experiment We will use the first view to learn
a model of the basket (training). We will then
estimate the pose of the basket model top features
in the second view (estimation), and evaluate the
result using the ground truth motion (evaluation).

(a) View 1 (left). (b) View 1 (right).

(c) View 2 (left). (d) View 2 (right).

Figure 4: Input imagery.

For training, observations from the first view
are clustered in 11 classes, which sets up the first
level of the basket model. The result is shown
at Figure 5(a) where color stands for class mem-
bership; Figure 5(b) shows the same set from a

(a) View 1. (b) View 1 (different an-
gle).

(c) View 2. (d) View 2 (different an-
gle).

Figure 5: Feature observations (early cognitive vi-
sion data).

different point of view. A hierarchy of 7 levels is
constructed, following details given in Section 3.4.
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During the construction of a model, its features
are automatically associated to feature instances
in the training scene (i.e. a density is available for
every feature). Hence, we do not need to instanti-
ate the model in the first scene to get spatial den-
sities for top level features, as is done in Section
4; we can directly compute an aggregate feature
pose πi

1 for every top feature i of the model.
For estimation, we instantiate the model in the

second view. Since the basket is only present once
in the second view, top level features should, after
instantiation, present unimodal densities; we can
safely compute a mean pose πi

2 for each of them.
For evaluation, one may try to compare the

transformations between top feature poses πi
1 and

πi
2, for all i, to a translation of 70u. However, in a

RBM transformation, translation and rotation are
not independent: an error on orientation will have
an impact on translation, as illustrated at Figure
6. For this reason, we proceed differently. We ap-

Figure 6: Two rather different transformations can
yield a similar transformed location.

ply the ground truth motion (70u translation) to
all 11 training poses πi

1 and denote the resulting
poses πi

1→2. Ideally, we would have

πi
1→2 = πi

2 ∀i.

Hence, to evaluate the pose estimation, we com-
pare πi

1→2 and πi
2, for all i. Comparison relies

on the distances between translations and orien-
tations. For orientations, we use a metric based on
quaternion representation. The distance between
two orientations is defined by the shortest path on
the 3–Sphere between the quaternion representa-
tions q and q′ (see Kuffner, 2004):

d
(
q, q′

)
= arcos(|q · q′|). (3)

This metric is roughly reflective of our intuitive
notion of a distance between rotations. Results

are presented at Table 1, denoting a pose and its
translation-rotation components

π = (λ, θ)

where λ is the location and θ is the orientation.

i
d

`
λi
1→2, λi

2

´
(in length units)

d
`
λi
1→2, θi

1→2

´
(in radians)

1 12.0 0.0578
2 12.7 0.0505
3 13.4 0.0540
4 13.5 0.0695
5 11.2 0.0701
6 12.8 0.0743
7 13.2 0.0688
8 11.7 0.0460
9 11.8 0.0763
10 12.0 0.0620
11 12.5 0.0572

Mean 12.4 0.0624

Table 1: Distances between πi
1→2 and πi

2.

Interpretation Distances between feature lo-
cations d

(
λi

1→2, λ
i
2

)
(i = 1, .., 11) have two in-

terpretations. First, they need to be compared
to the 70u object translation responsible for a
global change in early cognitive vision observa-
tions, appearance-wise (different lighting, different
viewpoint) and location-wise (observations are not
sampled from the same points of the object, the
number of feature observations will differ). The
mean location error relatively to the translation
length is ∑11

i=1 d
(
λi

1→2, λ
i
2

)
11 · 70

' 17.7%.

Second, distances between feature locations need
to be compared to the global size of the basket
which is about 300u wide:∑11

i=1 d
(
λi

1→2, λ
i
2

)
11 · 300

' 4.1%.

Distances between feature orientations can be
interpreted by comparing them with the maxi-
mum distance between two orientations. Equa-
tion (3) shows that the maximum distance hap-
pens when q and q′ are orthogonal in R4, yielding
a null dot product and a distance of π/2. The
relative orientation accuracy lies around∑11

i=1 d
(
θi
1→2, θ

i
2

)
11 · π/2

' 4.7%.
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6 Conclusion

We presented a probabilistic framework for hier-
archical object representation. A hierarchy is im-
plemented by a Pairwise Markov Random Field
in which hidden nodes represent generic features,
and edges model the abstraction of highly cor-
related features into a higher-level meta-feature.
Once PMRF evidence is extracted from observa-
tions, posterior marginal pose densities for all fea-
tures of the graph are inferred by the Belief Prop-
agation algorithm.

Posterior pose densities can be used to compute
a pose for a known object in an unknown scene,
which is demonstrated though a rigid body mo-
tion estimation experiment. We are thus able to
achieve pose recovery without prior CAD model,
and without point correspondences. In the con-
text of the Paco+1 project, the two-stage frame-
work presented in this text can be fed with im-
agery from the robot visual sensors, and learn to
recognise objects, along with their pose. This in-
formation can further be used to generate an ap-
propriate action, or decide on deeper exploration.
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Abstract— Much prior work in integrating high-level artificial
intelligence planning technology with low-level robotic control has
foundered on the significant representational differences between
these two areas of research. We discuss a proposed solution to
this representational discontinuity in the form of object-action
complexes (OACs). The pairing of actions and objects in a single
interface representation captures the needs of both reasoning
levels, and will enable machine learning of high-level action
representations from low-level control representations.

I. I  B

The different representations that are effective for continu-
ous control of robotic systems and the discrete symbolic AI
presents a significant challenge for integrating AI planning
research and robotics. These areas of research should be able
to inform one another. However, in practice, many collabo-
rations have foundered on the representational differences. In
this paper, we propose the use of object-action complexes[1]
to address the representational difference between these rea-
soning components.

The representations used in the robotics community can
be generally characterized as vectors of continuous values.
These vectors may be used to represent absolute points in
three dimensional space, relative points in space, joint angles,
force vectors, and even world-level properties that require real-
valued models [2]. Such representations allow system builders
to succinctly specify robot behavior since most if not all, of
the computations for robotic control are effectively captured
as continuous transforms of continuous vectors over time. AI
representations, on the other hand, have focused on discrete
symbolic representations of objects and actions, usually us-
ing propositional or first-order logics. Such representations
typically focus on modeling the high-level conceptual state
changes that result from action execution, rather than the low-
level continuous details of action execution.

Neither of the representational systems alone cover the
requirements for controlling deliberate action, however, both
levels seem to be required to produce human level behavioral
control. Our objective is to propose an interface representation
that will both allow the effective exchange of information
between these two levels and the learning of high level action
representations on the basis of the information provided by

the robotic control system.
Any such representation must provide clear semantics, and

be easily manipulable at both levels. Further it must leverage
the respective strengths of the two representation levels. In
particular, the robotic control system’s access to the actual
physical state of the world through its sensors and effectors
is essential to learning the actions the planning system must
reason about. Each low-level action executed by the robot of-
fers the opportunity to observe a small instantiated fragment of
the state transition function that the AI action representations
must capture. Therefore, we propose that the robotic control
system provide fully instantiated fragments of the planning
domains state transition function, that is captured during low-
level execution, to the high-level AI system to enable the
learning of abstract action representations. We will call such
a fragment an instantiated state transition fragment (ISTF),
and define it to be a situated pairing of an object and an
action that captures a small, but fully instantiated, fragment of
the planning domain’s state transition function. The process
of learning domain invariants from repeated, reproducible
instances of very similar ISTFs will result in generalizations
over such instances that we will call object-action complexes
(OACs). To see how this is done, the rest of this paper will
first discuss a detailed view of a robot control system, then
we will discuss an AI planning level description of the same
domain. We will then more formally define ISTFs and OACS,
show how ISTFs can be produced by the robot control system,
and how OACs relate to the AI planning level description. We
will then discuss the learning of OACs on the basis of ISTFs.

To do all this, we require a particular domain for the robot
to interact with. Imagine a relatively standard but simple robot
control scenario illustrated in Figure 1. It consists of an arm
with a gripper, a table with two light colored cubes and one
dark colored cube. The robot has the task of placing the cubes
into a box, also located on the table. We will also assume the
robot is provided with a camera to view the objects in the
domain. However, at the initial stage, the system does not
have any knowledge of those objects. The only initial world
knowledge available to the system is provided by the vision
module, and the hard-coded action reflexes that this visual
input can elicit.



Fig. 1. Illustration of how object classes are discovered from basic
uninformed reflex actions.

II. V- R D D  O 
A

We assume a vision front-end based on an Early Cognitive
Vision framework (see [3]) that provides a scene representation
composed of local 3D edge descriptors that outline the visible
contours of the scene [4]. Because the system lacks knowledge
of the objects that make up the scene, this visual world
representation is unsegmented: descriptors that belongs to one
of the objects in the scene are not explicitly distinct from the
ones belonging to another object, or to the background (this is
marked by question marks in Figure 1-2). This segmentation
problem has been largely addressed in the literature [5], [6],
[7]. However, while these segmentation methods are purely
vision-based and do not require of the agent to interact with
the scene they are unsatisfying for our purpose because they
assume certain qualities from the objects in order to segment
them: e.g., constant color or texture, moving objects, etc.

Instead we will approach the problem from another angle:
we will assume that the agent is endowed with a basic reflex
action [8] (Figure 1-3) that is elicited directly by specific visual
feature combinations in the unsegmented world representation.
The outcome of these reflexes will allow the agent to gather
further knowledge about the scene. This information will be
used to segment the visual world into objects and identify their
affordances.

We will only consider a single kind of reflex here: the
agent tries to grasp any planar surface in the scene.1 The
likely locations of such planar surfaces are inferred from the
presence of a coplanar pair of edges in the unsegmented visual
world. This type of reflex action is described in [8]. Every time
the agent executes such a reflex, haptic information allows
the system to evaluate the outcome: either the grasp was
successful and the gripper is holding something, or it failed
and the gripper closed on thin air. A failed attempt drives
the agent to reconsider its original assumption (the presence
of a graspable plane at this location in the scene), whereas
a successful attempt confirms the feasibility of this reflex.
Moreover, once a successful grasp has been performed, the
agent has gained physical control over some part of the scene

1Note that other kind of reflex actions could be devised to enable other
basic actions than grasping.

(i.e. the object grasped, Figure 1-4). If we assume that we
know the full kinematics of the robot’s arm (which is true for
an industrial robot), it is then possible to segment the grasped
object from the rest of the visual world as it is the only part
that moves synchronously with the arm of the robot. At this
point a new “object” relevant for the higher level planning
model is “born”.

Having physical control of an object allows the agent
to segment it and to visually inspect it under a variety of
viewpoints and construct an internal representation of the full
3D shape of the object (see [9]). This shape can then be stored
as the description of newly discovered class A (Figure 1-
5) that affords grasp-reflex-A encoding the initial reflex that
“discovered” the object.

The object held in the gripper is the first instance a1 of the
class A. The agent can use its new knowledge of class A to
reconsider its interpretation of the scene: using a simple object
recognition process (based on the full 3D representation of the
class), all other instances (e.g., in our example a2) of the class
in the scene are identified and segmented from the unknown
visual world.

Thus through a reflex-based exploration of the unknown
visual world object classes can be discovered by the system
until it achieves an informed, fully segmented representation of
the world, where all objects are instances of symbolic classes
and carry basic affordances.

To distinguish the specific successful instances of the robot’s
reflexes, we will refer to the specific instance of the reflex that
was successful for the object as a particular motor program.
Note that such motor programs are defined relative to a portion
of an object, in our example, the surface that was grasped.
We will extend this by assuming all motor programs can be
defined relative to some object.

The early cognitive vision system [4], the grasping reflex
[8] as well as the accumulation mechanism [9] that together
provides a segmentation of the local feature descriptors into
independent objects currently exist in one integrated system
that we will use as a foundation for this architecture.

III. R AI P A
As we have noted, we can also model this robot domain

scenario using a formal AI representation. In this case, we
will formalize the robot domain using the Linear Dynamic
Event Calculus (LDEC) [10], [11], a logical language that
combines aspects of the situation calculus with linear and
dynamic logics, to model dynamically-changing worlds[12],
[13], [14].

Our LDEC representation will define the following actions.

Definition 1: High-Level Domain Actions
• grasp(x) – move the gripper to pick up object x,
• ungrasp(x) – release the object x in the gripper,
• moveEmptyGripperTo(`) – move an empty gripper to the

specified location `,
• moveFullGripperTo(`) – move a full gripper to the spec-

ified location `.



These actions represent higher level counterparts of some
of the motor programs available to the robot controller, but
already these actions incorporate elements of the state of the
world that are not part of robotic control representations of
actions. For instance, ungrasp models an action that is quite
similar to a motor program that performs this operation. Ac-
tions like moveEmptyGripperTo and moveFullGripperTo, on
the other hand, are much more abstract and encode information
about the state of the world (i.e. the gripper is empty or full).
Note that in this case the actions partition the low-level “move
gripper” motor-programs into two separate actions that, as we
will see, can more readily be learned from the available ISTFs.
This representation will also allow us to bypass the learning
of the conditional effects[15] of such actions.

Our LDEC representation will also include a number of
high-level properties.

Definition 2: High-Level Domain Properties
• graspable(x) – a predicate that indicates whether an

object x is graspable or not,
• gripperLoc = ` – a function that indicates the current

location of the gripper is `,
• objInGripper = x – a function that indicates the object in

the gripper is x; x is nil if the gripper is empty,
• objLoc(x) = ` – a function that indicates the location of

object x is `.
Finally, we also specify a set of “exogenous” domain proper-
ties.

Definition 3: Exogenous Domain Properties
• over(x) = ` – a function that returns a location ` over

the object x,
• locOnTable(`1) = `2 – a function that returns a location
`2 relative to the table (e.g., on the table or in a box) for
another location `1 above the table.

Like the properties in Definition 2, the exogenous properties
model high-level features of the domain. However, unlike
domain properties that are directly tracked by the high-level
AI model; exogenous properties are information provided to
the high-level AI system by some external (possibly lower
level) source. (We will say more about exogenous properties
in Section VI.)

Using these actions and properties we can write LDEC
axioms that capture the dynamics of the robot scenario de-
scribed in Table I). Action precondition axioms describe the
properties that must hold of the world to apply a given action
(i.e., affordances), while the effect axioms characterize what
changes as a result of the action. These axioms also encode
the STRIPS assumption: fluents that aren’t directly affected
by an action are assumed to remain unchanged by that action
[16].

We note our LDEC axiomatization is readily able to accom-
modate the indexical, or relative information. For example,
an instantiated function like over(box1) represents a form of
indexical knowledge, rather than a piece of definite infor-
mation like the coordinates of the box in three dimensional
space. Moreover, our LDEC axiomatization can model spatial

TABLE I
LDEC A  H-L D A

LDEC Action Precondition Axioms

objInGripper = nil ∧ graspable(x)⇒ affords(grasp(x))
objInGripper = x ∧ x , nil⇒ affords(ungrasp(x))
objInGripper = nil⇒ affords(moveEmptyGripperTo(`))
objInGripper = x ∧ x , nil⇒ affords(moveFullGripperTo(`))

LDEC Effect Axioms{
affords(grasp(x))

}
([

grasp(x)
]
objInGripper = x ∧ gripperLoc = objLoc(x){

affords(ungrasp(x))
}
([

ungrasp(x)
]
objInGripper = nil ∧ objLoc(x) = locOnTable(objLoc(x)){

affords(moveEmptyGripperTo(`))
}
([

moveEmptyGripperTo(`)
]
gripperLoc = `{

affords(moveFullGripperTo(`))
}
([

moveFullGripperTo(`)
]
gripperLoc = ` ∧ objLoc(objInGripper) = `

relationships expressed with respect to objects. For instance,
moveFullGripperTo(over(box1)) can represent an action in-
stance that moves the object in the gripper to a location “over
box1”

Intuitively, the information encoded in a collection of LDEC
axioms captures a generalization of the information in a
larger set of ISTFs. The action precondition axioms capture
information from the initial state of an ISTF and the action
executed, while the effect axioms capture the generalities for
the initial state to final state mappings from an ISTFs. As such
we believe they can be learned from the ISTFs.

It is easy to show that this representation supports high-level
planning. For instance, with these axioms it is trivial for an
AI planner to construct the following simple plan:[
grasp(obj1); moveFullGripperTo(over(box1)); ungrasp(obj1)

]
,

to put an object obj1 into box1, from a state in which the
robot’s gripper is empty. However, building even this sort of
simple plan from first principles is well beyond the capability
of the robot controller alone.

So far we have shown that a low level robot controller is
capable of producing ISTFs for a domain, we have shown a
way an AI level planner could formalize the same domain,
and we have shown the necessity of using the AI planner
with the robot controller to produce high level behavior. In the
remainder of the paper we will outline a process whereby we
can learn the AI level representation from the ISTFs produced
by the robot controller.

IV. B R C  P  ISTF 
OAC

With these two views of the problem in hand, we now,
consider how we can bridge the two representational levels.
We see that we can obtain a wealth of object-centric infor-
mation each time the robotic system successfully grasps an
object: the object grasped, the type of grasping reflex used, the
relative position of the gripper, the fact that the object has been



effectively grasped and is now in the gripper instead of being
on the table, etc. This association of before and after states
of a particular “grasp” motor program with a specific domain
object meets our definition of an ISTF. It completely describes
a fragment of the planning domain’s transition function.

We more formally define an ISTF as a tuple〈
si,mp j,Ob jmpi , si+1

〉
comprised of the initial sensed

state of the world si, a motor program instance mp j, the
whole object containing the component the motor program
was defined relative to Ob jmpi , and the state that results from
executing the motor program si+1. Keep in mind that the state
representations for this ISTF contain all of the information
the robot has about the two states of the world. Some of
which may be relevant some of which may be completely
irrelevant to the outcome of the action.

It will be the task of the learning module to abstract
away this irrelevant information from the ISTFs to produce
OACs that contain only the relevant instantiated information
needed to effectively predict the applicability of the action
and the likely effects of the action. This is only possible if the
system is provided with multiple encounters with reproducible
ISTFs. Thus as the system repeatedly interacts with the world
it is presented with multiple very similar ISTFs which it
generalizes into OACs, thereby learning a representation that
is not unlike the one we specified in the previous section.

On this basis, we define an OAC as a generalized ISTF
tuple:

〈
S i,MP j,Ob jk, S i+1

〉
comprised of two abstracted states

(S i and S i+1) a set of motor programs MP j, and an object
class Ob jk. The initial state of the world, S i, is abstracted
to contain only those properties that are necessary for any of
the set of motor-programs in MP j when acting on an object
of class Ob jk to result in an state that is satisfied but the
abstracted state definition S i+1. Thus such an OAC contains
all of the information found in our initial LDEC definitions
for this domain.

Given the parallels to LDEC representations how are OACs
different? The answer to this is, a very subtle point. OACs
constrain the kinds of LDEC rules that can be learned. First
OACs distribute information in a subtly different manner than
LDEC rules. An OAC contains information normally found in
two different parts of the LDEC representation. By bringing
together information found in precondition rules with the
effect rules and the object in question they allow learning to
take place that previously couldn’t have been accomplished.
Second the heavy use of the object and the object centeredness
of OACS produce LDEC representations that easily lend
themselves to a simple forward looking planning algorithm
that is heavily directed by the affordances of the available
objects. Third and finally the use of OACs constrains the
LDEC representations to a simple form of axioms that are
easier to learn. For example, without more complex machinery,
OACs induced from ISTFs are not able to create action repre-
sentations with conditional effects. Learning such conditional
effects of actions is a significant problem for other approaches.
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Fig. 2. Hetero-associative net: Storage and Retrieval

V. L A R

The ability of a low level robotic control system to identify
world-level objects only takes us part of the way to kind of
representation we have just described. We must learn from
the ISTFs coherent, high-level actions. Our current proposal
for learning such action representations involves the use of
Willshaw nets or Associative Nets(AN).

ANs were first was described in [17], [18] following early
work by [19] and [20] extended by [21] and [22]. They
illustrate three basic properties which are characteristic of
mechanisms involved in phenomena of human memory and
attention: 1) non-localized storage (“Distributivity”), 2) recov-
ery of complete stored patterns from partial or noisy input
(“Graceful Degradation”), and 3) effective functioning even in
the face of damage (“Holographic Memory”).

ANs associate pairs of input and output vectors using a grid
of horizontal input lines and vertical output lines with binary
switches (triangles) at the intersections (Figure 2). To store
an association between the input vector and the output vector,
switches are turned on (black triangles) at the intersection of
lines which correspond to a 1 in both input and output patterns.

To retrieve the associate of the input, a signal is sent down
each input line corresponding to a 1 in the input. When this
signal encounters an “on” switch, it increments the signal on
the corresponding output line by one. The output lines are
then thresholded at a level corresponding to the number of
“on” bits in the input. If we store an input pattern with itself as
output (an auto-associative net), ANs can be used to complete
partial patterns, as needed to recall perceptually non-evident
properties of objects, such as the fact that the red cube on
the table affords grasping. This is exactly the information
that is encoded in action precondition axioms. Further it is
worthwhile to notice that all of the information needed for this
AN is available in each new instance of an ISTF. In this case,
the input and output patterns for the AN are the same: the
initial state, action, and object for a cluster of reproducable
ISTFs observed in the course of interacting with the world.
We thereby use repeated presentations of very similar ISTFs
(clustered by action and object) to train auto-associative ANs
to effectively store and retrieve associations between the LDEC
action precondition axioms and the property of affording such



LDEC operators.
Now consider the LDEC style effect axioms. Rather than

using an auto-associative net we can use a hetero-associative
network for this task. In this case, we again use the initial
state, action, and object as the input pattern from each ISTF,
however as the output pattern we use the resulting state from
the ISTF. This will allow us to learn and retrieve the state-
change transitions associated with LDEC operators, with states
represented as sparse vectors of relevant facts or propositions.

Thus, we hypothesize that such associations can be learned
in ANs using repeated presenations of reproducable ISTFs
using the Perceptron Learning Algorithm (PLA). We replace
the binary AN switches with continuous valued switches and
use multiple ISTFs that have the same action, object, and
resulting state and the PLA to adjust the weights on the
relevant switches. We believe that such an approach can learn
consistent state changes or actions, and learn the association
between preconditions and associated affordances.

More specifically, in the envisioned scenario, as the robot
controller explores the world, successful grasps will produce
ISTFs. On the basis of multiple reproducable experiences
of particular ISTFs we can learn the instantiated versions
of the precondition axioms and the effect axioms for the
robots actions. The resulting state in each ISTF will vary only
in terms of the object-type grasped and the grippers pose.
Further, the invariants can be learned as a basis for classifying
the world into object classes and action types. As we have
discussed, identifiers for actions-types can then be associated
with the input conditions for the action via an auto-associative
net. Such affordances are added by adding new input and
output lines to the net for the new affordance, and using the
existing learning algorithm.

This network can be presented with a possibly incomplete
set of properties representing the current state of the world, and
used to retrieve a complete model of the world state, including
non-perceptually available associates including the affordances
and object classes.(Figure 3) For ease of exposition, in this
and the following figures we will continue to show weights
of 0 and 1. The full pattern including affordances can then be
input to the other hetero-associative net, and used to retrieve
the effects of carrying out particular actions. (Figure 4).

If the output states and affordances are the same following
two different grasp actions for a particular input state, then
clearly the effects (as far as the learner and planner are
concerned) of the two grasps are the same for that input. If the
effects are the same for all inputs then the grasps are equivalent
and can be collapsed together. We discuss this next.

A. Learning Multiple Grasp Actions

Recall from our discussion of the high-level action grasp
that at the lower level there may in fact be many low-level
grasps available to the robot at any point. While many of these
grasping actions may have effects that are indistinguishable
from one another, there will also be grasping actions that
result in very different effects. Given this, and our desire
to avoid the difficulties of learning actions with conditional

Fig. 3. Retrieval of affords(grasp(x)) from objInGripper = nil∧ graspable(x)
in the loaded auto-associative net

Fig. 4. Retrieval of effect grasp(x) from the hetero-associative net

effects, it becomes clear that we will need multiple grasp
actions at the higher level of abstraction. To distinguish these
actions and their effects during planning and learning we
will introduce multiple predicates indicating “graspability” by
particular motor programs.

Our learning process now operates as follows: when an
object is “born” at the lower level of representation (See
Section II), the message for the addition of the object (e.g.,
obj23) should include an identifier for the specific action that
was executed (e.g., grasp28, grasp95, etc.) as well as asserting
the existence of a new predicate indicating the object has that
action as an affordance (e.g., affords(grasp28(obj23))).2 This
predicate is added to the AN and can be used for learning.

2Although we only consider grasping actions, we assume other actions,
such as pushing, also result in the “birth” of an object-affordance complex.



We make the strong assumption that the invariants of the
domain map onto the input units of the associative network,
which we assume in animals have evolved to this end and for
the robot must be built in, are such as to ensure that when
distinct low-level motor programs are indistinguishable at the
higher level of abstraction, they will automatically be classified
as instances of a single action.

VI. U L A A R

We have described a process that results in learning ab-
stracted action representations that should be close to the
LDEC representations we have sketched for this domain.
However, by abstracting the actions in this way there remains
a number of open concerns we must address.

a) Using Learned Action Knowledge with New Objects:
All new objects are initially associated with “new” actions.
Our problem is to associate a previously unseen motor-
program object pair with an existing high-level action or to
mark it as a new action that must be learned at the high level.

b) Using Learned Action Knowledge for Execution: It
will be necessary to convert our learned abstract actions to
specific motor programs for execution. Keeping the list of
the motor program-object pairs abstracted by each high-level
action should address this issue. Since all abstracted pairs for
a given action should be equivalent, we suggest selecting any
one that matches the object bound in the high level plan.

c) Learning Exogenous Domain Properties: Although
we have described a process for learning certain domain
properties, the question remains as to how we will learn the
exogenous properties given in Definition 3. For the present we
simply assume the presence of over as an exogenous domain
property that is computed by a lower level function.

VII. C

This paper has argued that object-action complexes (OACs)
grounded from instantiated actions in robot control-space, can
be used as an interface between the very different represen-
tation languages of robot control and AI planning. We have
shown that OACS can be embodied in an Associative Net, and
that they can be learned by a very simple machine-learning
algorithm. Almost all of these claims are unproven but we
offer them as defining a research program that we shall be
pursuing in the coming years in order to combine existing
robot platforms and existing planners based on LDEC and
other situation/event calculi.
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1 Overview

The following document was started as a way to capture the conclusions of the discussions between the
authors, for specific proposals about how to interface the high-level “AI Planning layer” and the “Robot
control layer”. We believe that it most properly should be seen as an evolving design document specifying
the conclusions that we came to and the implications for the interface between these two modules.

1.1 Document history

Rev. 1: Results of October 9th–11th meeting in Edinburgh
Rev. 2: Extended and modified as a result of November 23rd–24th meeting in Goettingen.

1.2 Objective

Our overall objectives are to produce a principled interface for the interaction of an AI level planning com-
ponent with a lower level robotic control component with three requirements:

1. use of Object Action Complexes (OACs) to define and constrain the interactions

2. enable the discovery of objects, actions, and properties by the robot component.

3. enable the learning of AI planning level representations for the objects, actions, and properties on the
basis of robotic level observations

1.3 Basic Assumptions

We have been assuming a two layered architecture wherein the robot controller is responsible for operating
and controlling “continuous” or real valued sensors and actuators and reporting up to the AI planning level
discrete (possibly thresholded) state information. When possible, the AI planner will submit sequences of
actions to be executed to the robot controller in order to achieve high-level goals.

This has the basic impact of requiring information to flow both from the robot controller to the AI
Planning system and from the planning system back to the robot controller. In Figure 1 we see the flow of
information between these two components. The purpose of much of this document is to define the nature
of that communication and changes in control that accompany them.

2 Issues for the Interface

During our discussions we identified a number of issues that any interface between the AI planner and Robot
controller must address. In this section we identify those issues and sketch any agreed upon solutions.
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AI Planning system

Robot Control Layer

Figure 1: Very high-level system architecture

2.1 System Level control

As with any multi-layer control system where there are multiple controllers that can suggest actions for
execution there is an issue about adjudicating between the suggested actions. Effectively the question is:
when is each control algorithm in charge of determining the next action for the system as a whole to execute.

As will be clear when we discuss a proposed example of the system’s execution, one of the primary
objectives of the system is to acquire more information about the state of the world, the objects in it and the
actions that can be performed on them. This has the following implications. Most of the actions called for
by the lower level robot controller are reflexive and exploratory in nature. Most of the actions called for by
the AI planning level are goal directed and require richer models that must be learned from the lower level.
As a result the interface is designed such that while the AI planner has sufficient information to suggest
plans to achieve goals it is allowed to hand actions to the lower level for execution. When the goals of the
AI system have been achieved or the system doesn’t have enough information about the state of the world
the robot controller’s exploratory behaviours are invoked. We will see this in much more detail when we
discuss an example of the system working.

2.2 Exogenous Domain Predicates

We define exogenous domain predicates as domain information required by the AI level about the state of the
world that cannot be determined by AI system reasoning. Such predicates represent critical state information
needed for planning, for instance for reasoning about the relative positions of objects. An example of this
would be the predicate “over” as in “over(object23, object98)”. It has been generally agreed that the lower
level robot controller is capable of providing this information. Such predicates may fall into two distinct
classes.

1. Computed: A simple definition of the predicate “over” would simply be the projection upwards of
the bounding box for the object. This is easily derivable from the objects visual features, however
may not cover more detailed action needs.

2. Learned: Defining “over the box for the purpose of dropping something into the box” may be a
predicate that requires a more active learning process. This may include experimentation.
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This means that in the AI level representation we will have more “prepositions” including prepositions
that are task specific: for example, “over-for-grasp23” and “over-for-drop-into”. This is consistent with
linguistic evidence about interpreting prepositions within context.

2.3 Monitoring of Lower Level Action Execution

As part of such an architecture it is important for the AI level to be able to monitor lower level action exe-
cution and, if the plan is failing to meet its goals, to be able to stop the execution. To meet this requirement
we place the following requirement on the AI planner: as the world state is updated at the higher level,
the AI level is required to monitor these conditions and issue a “halt action” command if the action is not
proceeding according to expectations.

2.4 Agreement not to use Specific Locations

Testing equality of locations is very hard to do at the robot level and not something we should ever expect
will be available from the low level. This strengthens the idea that almost all work done at the AI level
for planning should be done relative to specific object identifiers rather than positions in an N dimensional
space.

2.5 Preparatory Actions

There is a necessity for including actions in the AI level plan for “grasp setup actions”. Robotic path
planning is very complex and we need to make a nod in the direction of acknowledging that. At this point
we believe this will be little (or possibly nothing) more than a stub action. But recognizing the problem is
significant. We note that learning such preparatory actions may present a much more significant challenge
for the AI level, since it is not as obvious what if any perceptual change in the world would be relevant for
the learning of this action. But this may be consistent with the child development evidence.

2.6 Division of Representation

Different representations and the corresponding operations that generate/manage these representations need
to be separated into two levels: the lower vision/robot level and the higher AI planning level. We believe
that the lower level should manage information concerning visual features, relations, and untested reflexes.
Class information and newly born objects would be generated at the lower-level through the operation of the
vision system.

The information provided by the lower level would be used to induce the high-level representations.
The high level would operate with unique identifiers (possibly generated at the higher level on the request
of the lower level) that would be used to index lower-level objects, classes, and motor programs/reflexes.
The high level would have no direct access to local visual features and relations, and would avoid reasoning
about continuous values. Plans generated at the high level should therefore contain appropriate “links” to
the required low-level entities using the unique identifiers.

2.7 Example of Pulling Objects into the Workspace

There are a number of interesting problems that clearly motivate the need for integrating AI level planning
and lower level robot planning. For example, consider the case of pulling an object that is currently un-
reachable, into the working space. This is a textbook example of where AI level planning can be used to
make objects more accessible. The robot system is unable to reach the object initially, however it is possible
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to invoke the AI planner to build a plan to pull the object into the work space to allow for a better grasping
action.

The significant caveat is that we need to be sure to be able to define more exogenous domain predicates
that will allow us to do the planning in a discrete space, rather than attempting to do “geometric reasoning”
at the AI planning level. For example, the addition of “not in reach” as a perceptual primitive would be
needed for this example, and could be provided by the robot level.

3 Demo 1 Example

As a design document we will not include here a detailed discussion of the component technologies that
go into this system. Instead we suggest reading [1, 2, 3] for details of how the AI planning system and
robot control system work. In this section we will provide a very simple sketch of an imagined interaction
between these components to achieve the end of learning about the world, culminating in clearing a table of
a number of coffee mugs.

We imagine our AI planning system and robot arm equipped with a vision system confronted with a
table that has on it a number of objects:

1. three identical cups,

2. three identical plates, and

3. a box the cups and plates should be put into.

We do not assume the system has knowledge of the cups or plates or their affordances, however, we do
assume that the system knows about the box and its affordances, and that the AI system has the goal of
putting all objects on the table into the box.

We envision the following scenario:

1. Since the AI planner does not know about the objects and their affordances, it invokes the robot level
reflexive exploration behaviour.

2. The robot controller experiments with choosing pairs of coplanar points and attempting to grasp them
to see if they define an object. This task repeats until the robot manages to effectively grasp an object.
For the first case we assume it is one of the cups.

3. By moving the object and subtracting out its gripper the robot forms a model of the cup, and can then
place it back on the table.

4. As a result of this exploration the robot controller reports to the AI planner the “birth of an object”.
As part of this it reports: a UID for the class of objects, a UID for each instance of the object in the
visual field (in this case one for each of the three cups), and a UID for the associated affordance of the
object (namely the single successful grasping instance just used).

5. On the basis of this new information the AI planning system now knows that its goal of having a clear
table is not satisfied and it attempts to achieve it. Given the new objects and their grasping affordances
the planner is able to build a plan for putting the three cups in the box and sends that plan to the robot
controller for execution.

6. The robot controller executes the plan, sending reports of state changes back to the AI system (to
enable it to monitor the plan for progress). We assume the plan works perfectly, placing all of the
cups in the box.
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7. The AI system now believes that its goal of having a clear table has been met (since it knows nothing
about the plates) and again invokes the robot controller’s reflex driven exploration behaviour looping
back to the first step.

In discussing this type of demo we have made the commitment that the AI planner would not ask the
low-level system to execute any action that it hasn’t done before (at least as far as identified classes of objects
are concerned). However it is worth noting that the large amount of information we are assuming is already
present in the AI planning system. For example, in this document (though not in other places [1]) we have
glossed over the question of how the system actually learns the high-level representations. Such learning
requires previous knowledge of exogenous domain predicates, classes of actions and much other knowledge
that we are assuming we have access to for this first demo.

4 List of Robot Primitives

The following is a proposed list of the primitive robot reflexes that are initially available in the system. Note
that the names given in this list may not correspond to the names given to these primitives in the robot
system, but instead capture the major classes of reflex behaviours available from the robot system.

• moveGripper: This corresponds to the general movement of the robots end effector to a specific
location in the domain. It will underlie two of the AI level actions, moveEmptyGripper and moveFull-
Gripper.

• grasp1, grasp2, . . . , graspX: This set forms the low-level reflex for grasping based on a pair of fea-
tures within the visual field. This will be the foundation for the AI system’s ability to learn generalized
grasping.

• ungrasp1, ungrasp2: This set are the reflexes that are used to release an object that has been grasped.

These may of course be extended with other low-level primitives.

5 Definition of Domain Terms

To be more specific in our discussions, we define Object, ObjectType, Pose, Location, and Affordance.

Definition 1 Proposed terms that will be used in following definitions

1. Object: a unique object identifier. That is a unique identifier of an object instance in the world model
that is shared between the AI planner and the Robot/vision system.

2. ObjectType: a unique identifier denoting the type or class of a particular object instance. Each Object
has a single ObjectType.

3. Pose: an identifier that denotes the current orientation of an object. The set of all available poses is
an enumerated type, e.g., {1, 2, 3, . . . , upright}

4. Location: a unique location identifier. That is a unique identifier used to refer to a location in the
robot/vision systems world model.

5. Affordance: a unique affordance identifier. That is a unique identifier of an affordance that can be
re-executed by the Robot/vision system.
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6 Functions that map objects to locations

We are already aware of a number of specialized functions that will be required for the AI system to map
from Objects to Locations for use by the robot system. These functions will have to be learned by the
system and this must take place both at the robot level (training a perceptual primitive to send a message to
the AI system when they are true) and at the AI level (learning when they are important for describing the
preconditions or effects of actions).

• into: This function maps from an object that is concave to a point inside the object. This function is
assumed to produce a location such that if an object in the gripper is released from the location, the
object can be considered “carefully placed into the object”. Note that if the object is not known to be
concave the function throws an exception?

• onto: This function maps from an object to an arbitrary point that is wholly on the object. This
function is assumed to produce a location such that if an object in the gripper is released from the
location, the object can be considered “carefully placed on the object”.

• tograsp1, tograsp2, . . . , tograspX: For each grasp affordance that is learned we introduce a function
that will map from an object that will be grasped using that affordance to a location that sets up the
grasp.

7 Messages from the Robot: Predicates that Define the World State at the
AI Planning Level

In order for the AI Planning system to maintain a world model for planning the robot/vision system must
send messages to the AI planning system about any significant perceptual changes to the world. Such
messages should be “pushed” to the AI system to allow asynchronous update of the world model even
possibly during the execution of an action requested by the AI planning system.

The following table specifies the current complete set of the messages the robot/vision system must be
able to send for this purpose. Note that we distinguish the messages that contain meta-information (the
introduction of new objects or affordances to the world model) from the messages that update the state of a
predicate in the world model.

Predicate Def Example Use Descriptive Note
in(Objectcontainer,Objectcontained) in(box1, obj1) Captures locations of objects

on(Objectsupporting,Objectsupported) on(table1, obj1) Captures locations of objects
ingripper(Object) ingripper(obj1) Captures locations of objects
pose(Object,Pose) pose(obj1, upright) Captures the pose of the object

gripperempty gripperempty Captures the state of the gripper when empty
gripperat(Location) gripperat(tograsp23(obj1)) Captures the location of the gripper

Message Def Example Use Descriptive Note
newobj(Object) newobj(obj1) Introduces a new object.

newaff(ObjectType,Affordance) newaff(objtype1, grasp28) Introduces a new affordance for an object.

Figure 2: Messages sent by the Robot to the AI Planning Level

6



8 Messages from the AI Planning Level: Action Requests from the Planner

The AI planner requests actions for execution. Each such action has specific action effects that should be
visible in the world model after a successful execution. The following table provides the specification for
the action, an example of its use, and the expected change the robot level will report back to the AI level if
the action is successful.

Action Def Example Use Successful Execution Result
moveEmptyGripper(Location) moveEmptyGripper(tograsp23(obj1)) gripperat(tograsp23(obj1))

graspI(Object) grasp23(obj1) ingripper(obj1)
moveFullGripper(Location) moveFullGripper(into(box1)) in(box1, obj1)

drop(Object) drop(obj1) gripperempty
beginexploration beginexploration N/A

Figure 3: Possible AI Planning Level Action Requests

We note that beginexploration is special in the sense that it is a meta-level operation that initiates a process
at the robot level, without any direct execution results.

9 Tasks for AI Planning Level

The following are the major tasks the AI Planning Level team needs to complete.

1. Encode Planning Domain as Specified: This includes encoding the planning problem as specified
above with the given domain primitives and actions. This will result in a planner capable of building
plans for clearing the table of discovered objects. Note that for our example domain all that will be
missing for the system is the specific action/affordance and object instance information that is needed
to produce the plan. This will be provided by the robot controller.

2. Build High-Level Planning System Architecture: This includes creating an infrastructure that
builds plans, submits plans for execution, verifies the resulting state is consistent with its expecta-
tions and if so submits the next action in the plan.

3. Build Truth Maintenance System for High-Level World Model: Since the robot system is respon-
sible for the assertion of some facts that have multiple effects on the world model at the AI level, we
are responsible for building a small system to effectively update the AI world model.

4. OPTIONAL: Interface to GraspIt Software: If the interface to the GraspIt software is identical to
the interface that will be needed for the Robot then we will make any small changes necessary for the
testing of the AI Planning system within this simulation environment. To the degree that the interface
would be significantly different and require significant extra code we are not sure that we see the value
of the effort in such an integration.

10 Tasks for Robot Level

The following are the major tasks the Robot/Vision team needs to complete. [ this needs real work ]

1. Smoothing of percepts to remove irrelevant discontinuities:
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2. Construction of perceptual functions

3. Wrapper for execution of requested tasks

4. Others?

11 Known “Open” Issues that will Require Addressing Later

During our discussions we identified a number of issues that we will need to return to address later. These
include:

1. Dropping and “onto” vs push and “into”

2. Pushing and pulling actions

3. Objects “disappearing” from the perceptual system
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Abstract

In this paper, we present a set of perceptual relations, namely, co-colority, co-planarity, collinearity
and symmetry that are defined between multi-modal visual features that we call primitives.

1 Introduction

According to Marr’s paradigm [29], vision involves extraction of meaningful representations from input
images, starting at the pixel level and building up its interpretation more or less in the following order: local
filters, extraction of important features, the 21

2 -D sketch and the 3-D sketch.
There is psychophysical evidence and evidence from the statistical properties of natural images that the hu-
man visual system utilizes a set of visual-entity-combining processes, called perceptual organization in the
literature, for forming bigger, sparser and more complete interpretations of the scene (see, e.g., [18, 19, 35]).
Such processes include (i) extraction of the boundary of the objects in the image from the set of unconnected
edge pixels or features [3, 8, 10, 21, 27, 31, 39] utilizing Gestalt laws of grouping, and (ii) interpolation and
extrapolation of unconnected sparse 3D entities for forming more complete 3D surfaces (see, e.g., [13]) uti-
lizing the relations between the 3D entities. Gestalt principles include collinearity, proximity, common fate
and similarity whereas inference of 3D surfaces from a set of 3D entities include relations like coplanarity,
collinearity, co-colority etc. These are essentially second order and higher order relations of local features.
In [26], we have introduced a specific form of a local descriptor that we call a ’multi–modal primitive’
(see section 2) and which can be seen as a functional abstraction of a hypercolumn (see [24]). We distin-
guish between 2D primitives describing local image information and 3D primitives covering local 3D scene
information in a condensed symbolic way.
These primitives serve as a basis for an early cognitive vision system [23, 26, 33] in which operations and
relations on these primitives realizing perceptual grouping principles are used in different contexts (see [26]
for applications). We have utilized these relations for different problems including stereo [34], RBM [32],
estimation of initial grasping reflexes from stereo [5], estimation of depth at homogeneous image structures
[16], and analysis of second-order relations between 3D features [17].
In this paper, we present the set of 2D and 3D relations defined upon the primitives. These relations include
collinearity, cocolority, coplanarity and symmetry. Of these relations, collinearity, cocolority and symmetry
are defined for 2D as well as 3D primitives whereas by definition, coplanarity is meaningful only for 3D
primitives. Table 1 summarizes the relations and on which dimension they are defined.

Relation 2D 3D
co-planarity ×

√

co-colority
√ √

collinearity
√ √

symmetry
√ √

Table 1: The relations and in which dimension they are defined.

This paper does not focus on any specific application domain but provides a technically detailed definition
of these relations that are usually not described in such detail in publications making use of them.
The paper is organized as follows: In section 2, we briefly introduce our visual features, namely primitives.
In section 3, we describe our definitions of perceptual relations between the visual primitives. In section 5,
we conclude the paper.
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2 Primitives

Numerous feature detectors exist in the literature (see [30] for a review). Each feature based approach
can be divided into an interest point detector (e.g. [14, 4]) and a descriptor describing a local patch of
the image at this location, that can be based on histograms (e.g. [6, 30]), spatial frequency [20], local
derivatives [15, 11, 1] steerable filters [12], or invariant moments ([28]). In [30] these different descriptors
have been compared, showing a best performance for SIFT-like descriptors.
The primitives we will be using in this work are local, multi–modal edge descriptors that were introduced
in [25]. In contrast to the above mentioned features these primitives focus on giving a semantically and
geometrically meaningful description of the local image patch. The importance of such a semantic ground-
ing of features for a general purpose vision front–end, and the relevance of edge–like structures for this
purposes were discussed in [9].
The primitives are extracted sparsely at locations in the image that are the most likely to contain edges.
This likelihood is computed using the intrinsic dimensionality measure proposed in [22]. The sparseness
is assured using a classical winner take all operation, insuring that the generative patches of the primitives
do not overlap (for details, see [26]). Each of the primitive encodes the image information contained by a
local image patch. Multi–modal information is gathered from this image patch, including the position m
of the centre of the patch, the orientation θ of the edge, the phase ω of the signal at this point, the colour c
sampled over the image patch on both sides of the edge and the local optical flow f . Consequently a local
image patch is described by the following multi–modal vector:

π = (m, θ, ω, c,f , ρ)T , (1)

that we will name 2D primitive in the following.
Note that these primitives are of lower dimensionality than, e.g., SIFT (10 vs. 128) and therefore suffer
of a lesser distinctiveness. Nonetheless, as shown in [34] that they are distinctive enough for a reliable
stereo matching if the epipolar geometry of the cameras is known. Furthermore, their semantic in terms of
geometric and appearance based information allow for a good description of the scene content. It has been
previously argued in [9] that edge pixels contain all important information in an image. As a consequence,
the ensemble of all primitives extracted from an image describe the shapes present in this image.
Advantageously, the rich information carried by the 2D–primitives can be reconstructed in 3D, providing a
more complete scene representation. Having geometrical meaning for the primitive allows to describe the
relation between proximate primitives in terms of perceptual grouping.
In a stereo scenario 3D primitives can be computed from the correspondences of 2D primitives (see figure
1 and [34]):

Π = (M ,Θ,Ω,C)T , (2)

such that we have a projection relation:
P : Π → π . (3)

3 Relations

In this section, we present collinearity, cocolority, coplanarity and symmetry relations that are defined on
our visual features.

3.1 Collinearity in 2D and 3D

As the primitives are local contour descriptors, scene contours are expected to be represented by strings of
primitives that are locally close to collinear. In the following, we will explain methods for grouping 2D and
3D primitives into contours.
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Primitive :

1. Orientation ( )q

2. Phase ( )w

3. Colour ( )c

4. Optical flow ( )f

1

4

33

2

a)

b)

c)

d)

e)

Figure 1: Illustration of the primitive extraction process from a video sequence. The 2D–primitives ex-
tracted from the input image (a) (see section 2), and finally the 3D–primitives reconstructed from the
stereo–matches as described as described in [34]. (a) An example input image. (b) A graphic descrip-
tion of the 2D–primitives. (c) A magnification of the image representation. (d) Perceptual grouping of the
primitives as described in [34]. (e) The reconstructed 3D entities. Note that the structure reconstructed is
quite far from the cameras, leading to a certain imprecision in the reconstruction of the 3D–primitives. A
simple scheme addressing this problem is described in [34].
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Figure 2: Illustration of the values used for the collinearity computation. If we consider two primitives πi

and πj , then the vector between the centres of these two primitives is written vij , and the orientations of
the two primitives are designated by the vectors ti and tj , respectively. The angle formed by vij and ti is
written αi, and between vij and tj is written αj . ρ is the radius of the image patch used to generate the
primitive.

3.1.1 Collinearity in 2D

In the following, c(li,j) refers to the likelihood for two primitives πi and πj to be linked: i.e. grouped to
describe the same contour.
Position and orientation of primitives are intrinsically related. As primitives represent local edge estimators,
their positions are points along the edge, and their orientation can be seen as a tangent at such a point. The
estimated likelihood of the contour described by those tangents is based upon the assumption that simpler
curves are more likely to describe the scene structures, and highly jagged contours are more likely to be
manifestations of erroneous and noisy data.
Therefore, for a pair of primitives πi and πj in image I , we can formulate the likelihood for these primitives
to describe the same contour as a combination of three basic constraints on their relative position and
orientation — see [34].

Proximity (cp[li,j ]): A contour is more likely if it is described by a dense population of primitives. Large
holes in the primitive description of the contour is an indication that there are two contours which are
collinear yet different. The proximity constraint is defined by the following equation:

cp[li,j ] = 1− e
−max

„
1−

||vi,j||
ρτ

,0

«
, (4)

where ρ stands for the size of the receptive field of the primitives in pixels; ρτ is the size of the neighbour-
hood considered in pixels; and, ‖vi,j‖ is the distance in pixels separating the centres of the two primitives.

Collinearity (cco[li,j ]): A contour is more likely to be linear, or to form a shallow curve rather than a sharp
one. A sharp curve might be an indication of two intersecting or occluding contours.

cco[li,j ] = 1−
∣∣∣∣sin(

|αi|+ |αj |
2

)∣∣∣∣ , (5)

where αi and αj are the angles between the line joining the two primitives centres and the orientation of,
respectively, πi and πj .

Co–circularity (cci[li,j ]): A contour is more likely to have a continuous, or smoothly changing curvature,
rather than a varying one. An unstable curvature is an indicator of a noisy, erroneous or under–sampled
contour, all of which are unreliable.

cci[li,j ] = 1−
∣∣∣∣sin(

αi + αj

2

)∣∣∣∣ , (6)
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Geometric Constraint (Gi,j): The combination of those three criteria provided above forms the follow-
ing geometric affinity measure:

Gi,j = 3

√
ce[li,j ] · cco[li,j ] · cci[li,j ], (7)

where Gi,j is the geometric affinity between two primitives πi and πj . This affinity represents the likelihood
that two primitives πi and πi are part of an actual contour of the scene.

Multi–modal Constraint (Mi,j): The geometric constraint offers a suitable estimation of the likelihood
of the curve described by the pair of primitives. Other modalities of the primitives allow inferring more
about the qualities of the physical contour they represent. The colour, phase and optical flow of the primi-
tives further define the properties of the contour, and thus consistency constraints can also be enforced over
those modalities. Effectively, the less difference there is between the modalities of two primitives, the more
likely that they are expressions of the same contour. In [7], it is already proposed that the intensity can be
used as a cue for perceptual grouping; our definition goes beyond this proposal by using a combination of
the phase, colour and optical flow modalities of the primitives to decide if they describe the same contour:

Mi,j = wωcω[li,j ] + wccc[li,j ] + wfcf [li,j ], (8)

where cω is the phase criterion, cc the colour criterion and cf the optical flow criterion. Each of the three
wω, wc and wf is the relative scaling for each modality, with wω + wc + wf = 1.

Primitive Affinity (Ai,j): The overall affinity between all primitives in an image is formalised as a matrix
A, where Ai,j holds the affinity between the primitives πi and πj . We define this affinity from equations 7
and 8, such that (1) two primitives complying poorly with the good continuation rule have an affinity close
to zero; and (2) two primitives complying with the good continuation rule yet strongly dissimilar will have
only an average affinity. The affinity is formalised as follows:

c(li,j) = Ai,j =
√

G (αGi,j + (1− α)Mi,j), (9)

where α is the weighting of geometric and multi–modal (i.e. phase, colour and optical flow) information
in the affinity. A setting of α = 1 implies that only geometric information ( proximity, collinearity and
co-circularity) is used, while α = 0 means that geometric and multi–modal information are evenly mixed.

3.1.2 Collinearity in 3D

Collinearity in 3D is more difficult to define. Due to the inaccuracy in stereo–reconstruction of 3D position
and orientation, it is impossible to apply strong alignment constraints such as the ones we applied in the 2D
case. Consequently we will define 3D collinearity as follows:

Definition 1 Two 3D–primitives Πi and Πj are said collinear if the 2D–primitives πx
i and πx

j they project
onto the camera plane x (defined by a projection relation Px : Πk → πk) are all collinear (according to
the definition of 2D–primitive collinearity presented above).

and therefore in the standard case where we have two stereo cameras labelled l and r we have the following
relation:

c(Li,j) = c(lli,j) · c(lri,j). (10)
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πjπi πk

Figure 3: Co–colority of three 2D primitives πi, πj and πk. In this case, πi and πj are cocolor, so are πi

and πk; however, πj and πk are not cocolor.

3.2 Cocolority in 2D and 3D

Two spatial primitives Πi and Πj are co–color iff their parts that face each other have the same color. In
the same way as collinearity, co–colority of two spatial primitives Πi and Πj is computed using their 2D
projections PΠi = πi and πj . We define the co–colority of two 2D primitives πi and πj as:

coc(πi, πj) = 1− dc(ci, cj),

where ci and cj are the RGB representation of the colors of the parts of the primitives πi and πj that face
each other; and, dc(ci, cj) is Euclidean distance between RGB values of the colors ci and cj . In Fig. 3, a
pair of co–color and not co–color primitives are shown.
Euclidean color distance dc is a simple one compared to color distance metrics developed by different in-
stitutes like International Commission on Illumination (CIE). Such metrics are developed to match our per-
ception of colour and are computationally expensive (see, e.g., [38]). For our purposes, Euclidean distance
between RGB values is sufficient and can be replaced by a more complicated distance metric, if desired.
3D co-colority is defined as follows:

Definition 2 Two 3D–primitives Πi and Πj are said cocolor if the 2D–primitives πx
i and πx

j they project
onto the camera plane x (defined by a projection relation Px : Πk → πk) are co-color (according to the
definition of 2D–primitive cocolority presented above).

3.3 Coplanarity

According to [37],

a set of points in space is coplanar if the points all lie in a geometric plane. For example, three
points are always coplanar; but four points in space are usually not coplanar.

Although the definitions are more or less the same, there are different ways to check the coplanarity of a
set of points [36, 37]. For a set of n points x1...xn where xi = (xi, yi, zi), the following methods can be
adopted:

• For n = 4, x1...xn are coplanar

– iff the volume of the tetrahedron defined by them is 0 [36], i.e.,∣∣∣∣∣∣∣∣
x1 y1 z1 1
x2 y2 z2 1
x3 y3 z3 1
x4 y4 z4 1

∣∣∣∣∣∣∣∣ = 0. (11)

– iff the pair of lines determined by the four points are not skew [36]:

(x3 − x1).[(x2 − x1)× (x4 − x3)] = 0. (12)
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– iff x4 is on the plane defined by x1,x2,x3:

d(x4, P (x1,x2,x3)) = 0, (13)

where P (x1,x2,x3) is the plane defined by P (x1,x2,x3), and d(x,p) is the distance between
point x and plane p.

• For n > 4, x1...xn are coplanar iff point-plane distances of x4..xn to the plane defined by (x1,x2,x3)
are all zero:

n∑
i=4

d(xi, P (x1,x2,x3)) = 0. (14)

3.3.1 Coplanarity of bounded planes

A bounded plane pb is part of the plane p with a certain size s and position x. In other words, pb is
equivalent to (n,x, s) where n,x, s are respectively the normal (i.e., orientation), position (i.e., center) and
the size of the bounded plane.
As suggested in [17], two bounded planes pb

1,p
b
2 are coplanar if:

(α(n1,n2) < Tα) ∧ (
d(x1,pb

2)
d(x1, x2)

< Td), (15)

where α(n1,n2) is the angle between the two orientations vectors n1 and n1, and Tα and Td are the thresh-
olds.

3.3.2 Coplanarity of 3D primitives

Two spatial primitives Πi and Πj are co–planar iff their orientation vectors lie on the same plane, i.e.:

cop(Πi,Πj) = 1− |projtj×vij
(ti × vij)|, (16)

where vij is defined as the vector (M i −M j); ti and tj denote the vectors defined by the 3D orientations
Θi and Θj , respectively; and proju(a) is defined as:

proju(a) =
a · u
‖ u ‖2

u. (17)

The co–planarity relation is illustrated in Fig. 4.

3.4 Symmetry in 2D and 3D

Two primitives are symmetric if they are located on two contours which are reflections of each other (see
figure 5(a)). This reflective symmetry between two primitives can be measured by utilizing the angles
between the orientations of the primitives and the line that joins the centers of the primitives.
Let vij denote the line joining the centers of the primitives, πi and πj , and also φij and φji be the angles
between vij and the lines defined by the orientations of πi and πj , respectively (see figure 5). Then, two
2D primitives πi and πj can be considered symmetric, if φij = φji with a symmetry axis aij defined as
follows:

aij =
{

L(cij ; θi) if θi = θj ,
L(cij ;αij), otherwise,

(18)
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nj

vij
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tj
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Figure 4: Co–planarity of two 3D primitives Πi and Πj . ti and tj denote the vectors defined by the 3D
orientations Θi and Θj , respectively.

where L(x; θ) is a line that goes through a point x with orientation θ; int(lk, lm) is the intersection point
of two lines denoted by lk and lm; cij is defined as the mid-point of vij (i.e., (mi + mj)/2); and, αij is the
angle of the line that joins the points cij and int(L(mi; θi), L(mj ; θj)).
The symmetry axis aij is undefined if the primitive orientations θi and θj , and vij are all parallel, which is
the case when both primitives are located on the same linear segment of a contour. This is the case for πj

and πk in figure 5(b) and 5(c). If the symmetry axis aij is undefined, a primitive pair should not be regarded
as symmetric, but collinear.
Figure 5 illustrates a few symmetric and non-symmetric primitives. In figure 5(b) and 5(c), as the primitives
πj and πk are on the same contour, aij is parallel with the primitive orientations θj , θk and vjk.
Taking collinearity into account, symmetry between two primitives πi and πj is defined as follows:

sym(πi, πj) =
{

0 if cco[li,j ] > Tc,
1− |sin(φij − φji)| otherwise,

(19)

where cco[li,j ] is the collinearity relation and Tc is a threshold, determining if πi and πj are collinear.
Like collinearity and co–colority, the symmetry of two 3D primitives Πi and Πj is computed using their
2D projections πi and πj :

Definition 3 Two 3D–primitives Πi and Πj are said to be symmetric if the 2D–primitives πx
i and πx

j they
project onto the camera plane x (defined by a projection relation Px : Πk → πk) are symmetric (according
to the definition of 2D–primitive symmetry presented above).

4 Results

In figure 6, the coplanarity, cocolority and collinearity relations are shown for two different example scenes
shown in figure 6(a) and (b). The results are from our 3D display tool called Wanderer, and for computa-
tional reasons, 3D primitives are shown in squares. The relations are displayed only for a primitive which
is selected with the mouse as showing relations between all primitives disables visibility.
From the figure we see that coplanarity is a more common relation than cocolority or collinearity. This
suggests that coplanarity alone is not directly usable for analysis or applications in 3D, and it needs to be
accompanied with other relations as proposed and utilized in [2, 16].
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5 Conclusion

In this paper, we presented cocolority, coplanarity, collinearity and symmetry relations defined on multi-
modal visual features, called primitives.
Such relations have been utilized in different perceptual organization problems as well as analysis of how
the natural scenes are structured (see, e.g., ([3, 8, 10, 13, 16, 17, 21, 27, 31, 34, 39]), and the importance
of such relations, as well as their psychophysical and biological plausibility have been acknowledged in the
literature (see, e.g., [18, 19, 35]).
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Model-independent grasping initializing object-model learning in a cognitive architecture. IEEE In-
ternational Conference on Robotics and Automation (ICRA), Workshop: From features to actions -
Unifying perspectives in computational and robot vision, 2007.

[3] E. Brunswik and J. Kamiya. Ecological cue–validity of ’proximity’ and of other Gestalt factors.
American Journal of Psychologie, LXVI:20–32, 1953.

[4] Cordelia Schmid and Roger Mohr and Christian Baukhage. Evaluation of Interest Point Detectors.
International Journal of Computer Vision, 37(2):151–172, 2000.

[5] J. S. D. Aarno, D. Kragic, N. Pugeault, S. Kalkan, F. Wörgötter, D. Kraft, and N. Krüger. Early
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[23] N. Krüger, M. V. Hulle, and F. Wörgötter. Ecovision: Challenges in early-cognitive vision. Interna-
tional Journal of Computer Vision, accepted.
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[26] N. Krüger, N. Pugeault, and F. Wörgötter. Multi-modal primitives: Local, condensed, and semantically
rich visual descriptors and the formalization of contextual information. In Technical report of the
Robotics Group, Maersk Institute, University of Southern Denmark, number 2007-4, 2007.
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Figure 5: Illustration of the definition of symmetry. ti, tj and tk denote the vectors defined by the orienta-
tions θi, θj and θk, respectively. Primitives πi and πj are symmetric in (a) and (b), but not in (c). πi and πk

are symmetric in (c), but not in (a) or (b).
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(b). The results are from our 3D display tool called Wanderer, and for the sake of speed, 3D primitives are
shown in squares. The relations are shown only for a selected primitive as showing relations between all
primitives disables visibility.
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Abstract

For the analysis of images, a deeper understanding of
their intrinsic structure is required. This has been obtained
for 2D images by means of statistical analysis [15, 18].
Here, we analyze the relation between local image struc-
tures (i.e., homogeneous, edge-like, corner-like or texture-
like structures) and the underlying local 3D structure, rep-
resented in terms of continuous surfaces and different kinds
of 3D discontinuities, using 3D range data with the true
color information. We find that homogeneous image patches
correspond to continuous surfaces, and discontinuities are
mainly formed by edge-like or corner-like structures. The
results are discussed with regard to existing and potential
computer vision applications and the assumptions made by
these applications.

1. Introduction

With the notion that the human visual system is adapted
to the statistics of the environment [2, 13, 15, 18, 22, 21]
and its successful applications to grouping, object recogni-
tion and stereo [3, 4, 20, 29] the analysis, and the usage of
natural image statistics has become an important focus of
vision research. Moreover, with the advances in technol-
ogy, it has been also possible to analyze the underlying 3D
world using 3D range scanners [10, 11, 19, 27].

In this paper, we analyze the relation between local im-
age structures (i.e., homogeneous, edge-like, corner-like or
texture-like structures) and the underlying local 3D struc-
ture using 3D range data with the true color information.

There have been only a few studies that have analyzed
the 3D world from range data [10, 11, 19, 27]. In [27],
the distribution of roughness, size, distance, 3D orientation,

curvature and independent components of surfaces was an-
alyzed. Their major conclusions were: (1) local 3D patches
tend to be saddle-like, and (2) natural scene geometry is
quite regular and less complex than luminance images. In
[11], the distribution of 3D points was analyzed using co-
occurrence statistics and 2D and 3D joint distributions of
Haar filter reactions. They showed that range images are
much simpler to analyze than optical images and that a 3D
scene is composed of piecewise smooth regions. In [19], the
correlation between light intensities of the image data and
the corresponding range data as well as surface convexity
were investigated. They could justify the event that brighter
objects are closer to the viewer, which is used by shape from
shading algorithms in estimating depth. In [9, 10], range
image statistics were analyzed for explanation of several vi-
sual illusions.

Our analysis differs from these works. For 2D local im-
age patches, existing studies have only considered light in-
tensity. As for 3D local patches, the most complex consid-
ered representation have been the curvature of the local 3D
patch. In this work, however, we create a higher-order rep-
resentation of the 2D local image patches and the 3D local
patches; we measure 2D local image patches using homoge-
neous, edge-like, corner-like or texture-like structures, and
3D local patches using continuous surfaces and different
kinds of 3D discontinuities. By this, we relate established
local image structures to their underlying 3D structures.

By creating 2D and 3D representations of the lo-
cal structure, we compute the conditional probability
P (3D Structure| 2D Structure). Using this probability, we
quantify some assumptions made by the studies that recon-
struct the 3D world from dense range data. For example,
we could show that the depth distribution varies signifi-
cantly for different visual features, and we could quantify
already established inter-dependencies such as ’no new is
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good news’ [6]. This work also supports the understanding
of how intrinsic properties 2D–3D relations can be used for
the reconstruction of depth, for example, by using statistical
priors in the formalisation of depth cues.

The paper is organized as follows: In section 2, we define
the types of local image structures and local 3D structures
that we extract for our analysis. In section 3, we introduce
a continuous classifier for local 2D structures. In section 4,
we outline our methods for measuring the 3D structure of a
3D point. We present and discuss our results in section 5.
Finally, we conclude the paper in section 6.

2. Local 2D and 3D Structures

We distinguish between the following local 2D struc-
tures:
• Homogeneous image patches: Homogeneous patches

are signals of uniform intensities.
• Edge–like structures: Edges are low-level structures

which constitute the boundaries between homoge-
neous or texture-like signals (see,e.g., [14, 17] for
their importance in vision).

• Corners: Corners are signals where two or more edge-
like structures with significantly different orientations
intersect (see,e.g., [7, 23, 24] for their importance in
vision).

• Texture: Although there is not a widely-agreed defini-
tion, textures are often defined as signals which consist
of repetitive, random or directional structures (for their
analysis, extraction and importance in vision, seee.g.,
[26]).

Locally, it is hard to distinguish between these struc-
tures, and there are structures that carry mixed properties
of the ’ideal’ cases. The classification of the features out-
lined above is discrete. However, a discrete classification
may cause problems as the inherent properties of ”mixed”
structures are lost in the discretization process. Instead, in
this paper, we make use of a recently developed continu-
ous scheme which is based on the concept of intrinsic di-
mensionality [5, 16]. In this concept, local image structures
are organized continuously in a triangle. This approach is
briefly described in section 3. Here, we show that the differ-
ent classes of local image structures map to different distin-
guishable areas in the domain of the intrinsic dimensionality
triangle (see figure 2) which is the first contribution of this
paper.

To our knowledge, there does not exist a systematic and
agreed classification of 3D local structures like there is
for 2D local image structures (i.e., homogeneous patches,
edges, corners and textures). Intuitively, the 3D world con-
sists of continuous surface patches and different kinds of 3D
discontinuities. In the imaging process (through the lenses
of camera or a retina), 2D local image structures are formed

by these 3D structures together with the illumination and
reflectivity of the environment.

With this intuition, any 3D scene can be decomposed
geometrically into surfaces and 3D discontinuities. In this
context, the local 3D structure of a point can be a:

• Surface Continuity: The underlying 3D structure can
be described by one surface whose normal does not
change or changes smoothly.

• Regular Gap discontinuity: The underlying 3D struc-
ture can be described by a small set of surfaces with a
significant depth difference. The 2D and 3D views of
an example gap discontinuity are shown in figure 1(a).

• Irregular Gap discontinuity: The underlying 3D struc-
ture shows high depth variation and can not be de-
scribed by two or three surfaces. An example of an
irregular gap discontinuity is shown in figure 1(b).

• Orientation Discontinuity: The underlying 3D struc-
ture can be described by two surfaces with signifi-
cantly different 3D orientations that meet at the point
whose 3D structure is being questioned. In this type
of discontinuity, no gap but a change in 3D orientation
between the meeting surfaces occurs. An example for
this type of discontinuity is shown in figure 1(c).

3. Intrinsic Dimensionality

In image processing, intrinsic dimensionality was intro-
duced by Zetsche and Barth[28] to distinguish between dif-
ferent local image structures. The idea is to assign intrin-
sically zero dimensionality (i0D), intrinsically one dimen-
sionality (i1D) and intrinsically two dimensionality (i2D) to
homogeneous patches, edges and corner-like structures, re-
spectively. The concept of intrinsic dimensionality has been
mostly applied in a discrete way which has been extended
in [5, 16] to classify the local image structures continuously
instead of giving them discrete labels.

In [5, 16], it has been also shown that the topological
structure of the intrinsic dimensionality can be understood
as a triangle whose corners correspond to the ’ideal’ cases
of 2D structures (i.e., homogeneous patches, edges and cor-
ners). The inner of the triangle spans signals that carry
aspects of the three ’ideal’ cases, and the distance from
the specific corners indicates the similarity (or dissimilar-
ity) to the ’ideal’ i0D, i1D and i2D signals. The horizontal
and the vertical axes denote the contrast and the orientation
variance, respectively. Contrast measures non-homogeneity
whereas orientation variance measures the variation of ori-
entation in a local patch describing the local image struc-
ture. An ’ideal’ homogeneous image patch is expected to
have zero contrast and zero orientation variance whereas an
’ideal’ edge should have high contrast and zero orientation
variance. An ’ideal’ corner is supposed to have high con-
trast and high orientation variance.
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a) b) c)

Figure 1. Examples for types of 3D discontinuities. Points of interest are marked with yellow circles. (a) 2D and 3D views of a gap
discontinuity, (b) image (on the left) and range data (on the right) of an irregular gap discontinuity and (c) orientation discontinuity.

Figure 2 shows how the triangle of intrinsic dimension-
ality looks like and how a set of example local image struc-
tures map on to it. In figure 2, we see that different visual
structures map to different areas in the triangle. A detailed
analysis of how 2D structures are distributed over the intrin-
sic dimensionality triangle and how some visual informa-
tion depends on this distribution can be found in [12]. Dif-
ferent from [12], in this paper, regarding this distribution,
we show that textures also map to a different area of their
own. The fact that different local image structures have their
own distinguishable areas in the triangle provides us with
a continuous classifier that distinguishes between homoge-
neous, edge-like, texture-like and corner-like structures.

4. Methods

In this section, we define our measures for the three kinds
of discontinuities that we described in section 1; namely,
gap discontinuity, irregular gap discontinuity and orienta-
tion discontinuity. The measures for gap discontinuity, ir-
regular gap discontinuity and orientation discontinuity of a
patchP will be respectively denoted byµGD(P ), µIGD(P )
andµOD(P ). The reader who is not interested in the tech-
nical details can jump directly to section 5.

In our analysis, we used chromatic range data of out-
door scenes1 which were obtained from Riegl UK Ltd.
(http://www.riegl.co.uk/ ). There were 20 scenes
in total, 10 of which are shown in figure 3. The range of
an object which does not reflect the laser beam back to the
scanner or is out of the range of the scanner cannot be mea-
sured. These points are marked with blue in figure 3 and are
not processed in our analysis. The resolution range of the
data set is [512-2048]x[390-2290] with an average resolu-
tion of 1140x1001.

3D discontinuities are detected in studies which involve
range data processing, using different methods and using
different names like two-dimensional discontinuous edge,
jump edge or depth discontinuity for gap discontinuity; and,

1We would like to note that it is problematic to do range scanning in
nature scenes that include trees or other kinds of vegetation because of the
unintended motion due to wind. As the image of the scene is taken after
the scanning phase, this delay may make the image data fail to correspond
to the range data.

two-dimensional corner edge, crease edge or surface dis-
continuity for orientation discontinuity [1, 8, 25].

4.1. Measure for Gap Discontinuity: µGD

Gap discontinuities can be measured or detected in a
similar way to edges in 2D images; edge detection pro-
cesses RGB-coded 2D images while for a gap discontinu-
ity, one needs to process XYZ-coded 2D images. In other
words, gap discontinuities can be measured or detected by
taking a second order derivative of XYZ values [25].

Measurement of a gap discontinuity is expected to oper-
ate on both the horizontal and vertical axes of the 2D image;
that is, it should be a two dimensional function. The al-
ternative is to discard the topology and do ’edge-detection’
in sorted XYZ values,i.e., to operate as a one-dimensional
function. Although we are not aware of a systematic com-
parison of the alternatives, for our analysis and for our
data, the topology-discarding gap discontinuity measure-
ment produced better results. Therefore, we have adopted
the topology-discarding gap discontinuity measurement in
the rest of the paper.

For an image patchP of sizeN ×N , let,
X = ascendingsort(

˘
Xi | i ∈ P

¯
),

Y = ascendingsort(
˘
Yi | i ∈ P

¯
), (1)

Z = ascendingsort(
˘
Zi | i ∈ P

¯
),

and also, fori = 1, .., (N ×N − 2),

X∆
=

˘
| (X i+2 − X i+1)− (X i+1 − X i) |

¯
,

Y∆
=

˘
| (Yi+2 − Yi+1)− (Yi+1 − Yi) |

¯
, (2)

Z∆
=

˘
| (Zi+2 − Zi+1)− (Zi+1 − Zi) |

¯
,

whereX i,Yi,Zi represents 3D coordinates of pixeli.
The setsX∆,Y∆ andZ∆ are the measurements of the

jumps (i.e., second order differentials) in the setsX ,Y and
Z, respectively. A gap discontinuity can be defined simply
as a measure of these jumps in these sets. In other words:

µGD(P ) =
φ(X∆) + φ(Y∆) + φ(Z∆)

3
, (3)

where the functionφ : S → [0, 1] over the setS measures
the homogeneity of its argument set (in terms of its ’peaki-
ness’) and is defined as follows:

φ(S) =
1

#(S)
×

X
i∈S

si

max(S)
, (4)
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Figure 2. How a set of 54 patches map to the different areas of the intrinsic dimensionality triangle. Some examples from these patches
are also shown. The horizontal and vertical axes of the triangle denote the contrast and the orientation variances of the image patches,
respectively.

Figure 3. 10 of the 20 3D data sets used in the analysis. The points
that don’t have range data are marked in blue. The gray image
shows the range data of the top-left scene. The resolution range is
[512-2048]x[390-2290] with an average resolution of 1140x1001.

where#(S) is the number of the elements ofS, andsi is
the ith element of the setS. Note that as a homogeneous
set (i.e., a non-gap discontinuity)S produces a highφ(S)
value, a gap discontinuity causes a lowµGD value. Figure
5(c) shows the performance ofµGD on one of our scenes
shown in figure 3.

4.2. Measure for Orientation Discontinuity: µOD

The orientation discontinuity of a patchP can be de-
tected or measured by taking the 3D orientation difference
of the surfaces which meet atP . As the size of the patch
P is small enough, the surfaces can be, in practice, approx-
imated by 2-pixel wide unit planes. The histogram of the
3D orientation differences between every pair of unit planes
forms one cluster for continuous surfaces and two clusters
for orientation discontinuities.

For an image patchP of sizeN × N pixels, the orien-
tation discontinuity measure is defined as:

µOD(P ) = ψ(H
n
(
˘
α(i, j) | i, j ∈ planes(P ), i 6= j

¯
)), (5)

whereHn(S) is a function which computes then-bin his-
togram of its argument setS; ψ(S) is a function which finds
the number of clusters inS; planes(P ) is a function which
fits 2-pixel-wide unit planes to 1-pixel apart points inP us-
ing Singular Value Decomposition2; and,α(i, j) is the angle
between planesi andj.

For a histogramH of sizeNH , the number of clusters is:

ψ(S) =

PNH+1
i=1 (Hi >

max(H)
10 ) 6= (Hi−1 >

max(H)
10 )

2
, (6)

2Singular Value Decomposition is a standard technique for fitting
planes to a set of points. It finds the perfectly fitting plane if it exists;
otherwise, it returns the least-square solution.
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Figure 4. Example histograms and the number of clusters that the
functionψ(S) computes.ψ(S) finds one cluster in the left his-
togram and two clusters in the right histogram. Red line marks the
threshold value of the function. X axis denotes the values for 3D
orientation differences.

where the operator6= returns1 if its operands are not equal
and returns0, otherwise;Hi represents theith element of
the histogramH; H0 andHNH+1 are defined as zero; and,
max(H)/10 is an empirical value which functions as the
threshold value for finding the clusters. Figure 4 shows two
example clusters for a continuous surface and an orientation
discontinuity. Figure 5(d) shows the performance ofµOD
on one of our scenes shown in figure 3.

4.3. Measure for Irregular Gap Discontinuity: µIGD

Irregular gap discontinuity of a patchP can be measured
by making use of the observation that an irregular-gap dis-
continuous patch from nature usually consists of small sur-
face fragments with different 3D orientations. Therefore,
the amount of variety in the 3D orientation histogram of a
patch P can measure the irregular gap discontinuity ofP .

Similar to the measure for orientation discontinuity de-
fined in section 4.2, the histogram of the differences be-
tween the 3D orientations of the unit planes (which are of
2 pixels wide) is analyzed. For an image patchP of size
N × N pixels, the irregular gap discontinuity measure is
defined as:

µIGD(P ) = φ(H
n
(
˘
α(i, j) | i, j ∈ planes(P ), i 6= j

¯
)), (7)

whereplanes(P ), α(i, j),Hn(S) andφ(S) are as defined
in section 4.2. Figure 5(e) shows the performance ofµIGD
on one of our scenes shown in figure 3.

The relation between the measurements and the types of
the 3D discontinuities are outlined in table 1 which entails
that an image patchP is:
• gap discontinuous ifµGD(P ) < Tg andµIGD(P ) < Tig,
• irregular-gap discontinuous ifµGD(P ) < Tg and
µIGD(P ) > Tig,

• orientation discontinuous ifµGD(P ) ≥ Tg andµOD > 1,

Dis. Type µGD µIGD µOD

Continuity High value Don’t care 1
Gap Dis. Low value Low value Don’t care
Irregular Gap Dis. Low value High value Don’t care
Orientation Dis. High value Don’t care > 1

Table 1. The relation between the measurements and the types of
the 3D discontinuities.

• continuous ifµGD(P ) ≥ Tg andµOD(P ) ≤ 1.
For our analysis, we have takenN and the threshold val-

uesTg, Tig empirically as10, 0.4 and0.6, respectively. The
number of bins,n, inHn is taken as 20.

Figure 5(a) shows the types of 3D discontinuities marked
in four different colors for every pixel of the scenes shown
in figure 3. We see that our measures can capture the 3D
structure of the data sufficiently correct.

5. Results and Discussion

For each pixel of the scene (except for pixels where range
data is not available), we computed the 3D discontinuity
type and the intrinsic dimensionality. Figure 5(a) and (b)
shows the images where the 3D discontinuity and the intrin-
sic dimensionality of each pixel are marked with different
colors.

Having the 3D discontinuity type and the infor-
mation about the local 2D structure of each point,
it is straightforward to compute the probability
P (3D Discontinuity | 2D Structure), which is shown
in figure 6. Note that the four triangles in figures 6(a), 6(b),
6(c) and 6(d) add up to one for all points of the triangle.
We see that:
• Figure 6(a) shows that homogeneous image patches

correspond to 3D continuities.

Many surface reconstruction studies make use of a ba-
sic assumption that there is a smooth surface between
any two points in the 3D world, if there is no contrast
difference between these points in the image. This
assumption has been first called as ’no news is good
news’ in [6]. With figure 6(a), we quantify ’no news is
good news’ and show for which structures and to what
extent it holds. In addition to the fact that no news is
in fact good news, the figure shows that news, espe-
cially texture-like structures and edge-like structures,
can also be good news (see below).

• Edges are considered as important sources of informa-
tion for object recognition and reliable correspondence
finding. Approximately 10% of local image structures
are of that type (see,e.g., [12]). Figures 6(a), (b) and
(d) show that most of the edges correspond to continu-
ous surfaces or gap discontinuities. The edges that cor-
respond to continuous surfaces are mostly low-contrast
edges. Little percentage of the edges are formed by
orientation discontinuities.
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a) b)

d)c) e)

Figure 5. The 3D and 2D information for one of the scenes shown in figure 3. Dark blue marks the points without range data. (a) 3D
discontinuity. Blue: continuous surfaces, light blue: orientation discontinuities, orange: gap discontinuities and brown: irregular gap
discontinuities. (b) Intrinsic Dimensionality. Homogeneous patches, edge-like and corner-like structures are encoded in colors brown,
yellow and light blue, respectively. (c) Gap discontinuity measureµGD. (d) Orientation discontinuity measureµOD. (e) Irregular gap
discontinuity measureµIGD.

• Figure 6(b) shows that well-defined corner-like struc-
tures result from either gap discontinuities or continu-
ities.

• Textures also map with high likelihood to surface con-
tinuities but also to irregular gap discontinuities.

Finding correspondences becomes more difficult with
the lack or repetitiveness of the local structure. The
estimates of the correspondences at texture-like struc-
tures are naturally less reliable. In this sense, the like-
lihood that certain textures are caused by continuous
surfaces (shown in figure 6(a)) can be used to model
stereo matching functions that include interpolation as
well as information about possible correspondences
based on the local image information.

It is remarkable that local image structures mapping to
different sub-regions in the triangle are caused by rather dif-
ferent 3D structures. This clearly indicates that these differ-
ent image structures should be used in different ways for
surface reconstruction.

6. Conclusion

In this paper, using 3D range data with real-world color
information, we have analyzed the conditional probability

of a 3D structure given the 2D structure. With this prob-
ability, we could investigate the relation between 2D struc-
tures and the underlying 3D structures as well as analyze the
validity of a widely-used assumption/smoothing constraint,
namely, ’no news is good news’ [6].

Besides, we have presented a continuous classification
scheme which can be used to distinguish between homo-
geneous, edge-like, corner-like and texture-like structures.
By taking a higher-order representation than existing range-
data analysis studies, we could point to the intrinsic proper-
ties of the 3D world and its relation to the image data. This
analysis is important because (1) it may be that the human
visual system is adapted to the statistics of the environment
[2, 13, 15, 18, 21, 22], and (2) it may be used in several com-
puter vision applications like depth estimation in a similar
way as in [3, 4, 20, 29].

In our current work, the probability distributions will
be used for estimating the 3D structure from 2D struc-
ture in a Bayesian framework for surface reconstruc-
tion/interpolation studies.
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Figure 6. P (3D Discontinuity | 2D Structure): (a) P (Continuity | 2D Structure). (b) P (Gap Discontinuity| 2D Structure). (c)
P (Irregular Gap Discontinuity| 2D Structure). (d)P (Orientation Discontinuity| 2D Structure).
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Abstract

Depth at homogeneous or weakly-textured image areas is difficult to obtain because such image
areas suffer the well-known correspondence problem. In this paper, we propose a voting model that
predicts the depth at such image areas from the depth of bounding edge-like structures. The depth at
edge-like structures is computed using a feature-based stereo algorithm, and is used to vote for the depth
of homogeneous image areas. We show the results of our ongoing work on different scenarios.

1 Introduction

Extraction of 3D structure from 2D images is realized utilizing a set of inverse problems that include struc-
ture from motion, stereo vision, shape from shading, linear perspective, texture gradients and occlusion [3].
These cues can be classified as pictorial, or monocular (such as shading, utilization of texture gradients or
linear perspective) and multi-view (like stereo and structure from motion). Depth cues which make use of
multiple views require correspondences between different 2D views of the scene. In contrast, pictorial cues
use statistical and geometrical relations in one image to make statements about the underlying 3D structure.
Many surfaces have only weak texture or no texture at all, and as a consequence, the correspondence prob-
lem is very hard or not at all resolvable for these surfaces. Nevertheless, humans are able to reconstruct
3D information for these surfaces, too. Existing psychophysical experiments (see, e.g., [2, 4]) and compu-
tational theories (see, e.g., [1, 6, 24]) suggest that in the human visual system, an interpolation process is
realized that starting with the local analysis of edges, corners and textures, computes depth also in areas
where correspondences cannot easily be found.
In this paper, we are interested in prediction of depth at homogeneous image patches (called monos in this
paper) from the depth of the edges in the scene using a voting model. We start by creating a representation
of the input stereo images in terms of local image patches corresponding to edge-like structures and monos
(as introduced in [14] and section 2, and described in detail in [15]). The depth at edge-like patches is
extracted using feature-based stereo computation between the two images (using the method introduced in
[20]). The depth that is extracted at the bounding edge-like patches of a mono using stereo votes for its
depth.
We would like to distinguish depth prediction from surface interpolation because surface interpolation
assumes that there is already a dense depth map of the scene available in order to be able to estimate the
3D orientation at points (see, e.g., [6, 7, 8, 17, 18, 23, 24]) whereas our understanding of depth prediction
makes use of only 3D line-orientations at edge-segments which are computed using a feature-based stereo
proposed in [20].

(a) (b) (c)

Figure 1: An input stereo pair ((a) and (b)) and how a feature-based stereo algorithm (taken from [20]) looks
like (c).
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A typical scenario that our model is designed for is shown in figure 1 where an input stereo pair and the
stereo data (computed using [20]) are displayed. We see that computed stereo information has strong outliers
which prohibit a surface interpolation method as it is not possible to differentiate between the outliers and
the reliable stereo information. Moreover, the stereo information that should be reliable at the edges of
the road turn out not to share a common surface nor the same 3D line (see figure 1(c)). Applying a surface
interpolation method on such input data is expected to lead to a wrong road surface prediction. In this paper,
we will show that our depth prediction method is able to cope with such strong outliers.

1.1 Related studies

It is fair to count the early works of Grimson [6] as the pioneers of surface interpolation. In [6], Grimson
proposed fitting square Laplacian functionals to surface orientations at existing 3D points utilizing a surface
consistency constraint called ’no news is good news’. The constraint argues that if two image points do not
have a contrast difference in-between, then they can be assumed to be on the same 3D surface (see [11] for
a quantification of this assumption). This work is extended in [7] with use of shading information. [6, 7]
assume that surface information is available, and the input 3D points are dense enough for second order
differentiation.
In [1], surface orientation at homogeneous image areas is recovered by interpreting line drawings. Lines
are classified as extremal or discontinuity by making use of the junction labels and global relations like
symmetry and parallellism. They assume that (1) extremal points (the boundaries of the objects) in an
image correspond to surface orientations which are normal to the image curve and the line of sight, and that
(2) discontinuities (lines other than extremal points) lead to surface orientations which are normal to space
curve. The underlying assumptions of [1] are that (1) a clean contour of the scene is provided, and that (2)
the object is separated from the background. Moreover, the results provided in [11] suggest that it may not
be a good idea to assume that edges correspond to only certain types of surface orientations. [19, 22, 25, 26]
are similar to [1] as far as our paper is concerned.
In [8], 3D points with surface orientation are interpolated using a perceptual constraint called co-surfacity
which produces a 3D association field (which is called Diabolo field by the authors) similar to the associ-
ation field used in 2D perceptual contour grouping studies. If the points do not have 3D orientation, they
estimate the 3D orientation first and then apply the surface interpolation step. In [17, 18], it is argued that
stereo matching and surface interpolation should not be sequential but rather simultaneous. For this, they
employ the following steps: (1) Normalized-cross correlation and edge-based stereo are computed. (2) The
disparities are combined and disparities corresponding to inliers, surfaces and surface discontinuities are
marked using tensor voting. (3) Surfaces are extracted using marching cubes approach. At this stage, sur-
faces are over the boundaries. (4) At the last step, over-boundary surfaces are trimmed. They assume sphere
as their surface model when interpolating surface orientations.
In [23, 24], stereo is computed at different scales, and instead of collapsing the results of these different
scales into a single layer of disparity estimation and then applying surface interpolation, surface interpola-
tion is applied separately for each scale and the results are combined.
Our work is different from the above mentioned worksin that:

• Our approach does not assume that the input stereo points are dense enough to compute their 3D
orientation (this is why the authors of this paper prefer to distinguish between depth prediction and
surface interpolation). Instead, our method relies on the 3D line-orientations of the edge segments
which are extracted using a feature-based stereo algorithm (proposed in [20]).

• We employ a voting method like [17, 18] but is different, allowing long-range interactions in empty
image areas, in order to predict both the depth and the surface orientation.

2



The paper is organized as follows: In section 2, we introduce how the images are represented in terms of
local image patches. Section 3 describes the 2D and 3D relations between the local image patches that are
utilized in the depth prediction process. Section 4 gives the outline of how the depth prediction is performed.
In section 5, the results are presented and discussed. Finally, in section 6, the paper is concluded.

2 Visual Features

The visual features we utilize (called primitives in the rest of the paper) are local, multi-modal feature
descriptors that were intoduced in [14]. They are semantically and geometrically meaningful descriptions
of local patches, motivated by the hyper-columnar structures in V1 ([9]).
An edge-like primitive can be formulated as:

πe = (x, θ, ω, (cl, cm, cr), f), (1)

where x is the image position of the primitive; θ is the 2D orientation; ω represents the contrast transition;
(cl, cm, cr) is the representation of the color, corresponding to the left (cl), the middle (cm) and the right
side (cr) of the primitive; and, f is the optical flow extracted using Nagel-Enkelmann optic flow algorithm.
As the underlying structure of an homogeneous image patch is different from that of an edge-like patch, a
different representation is needed for homogeneous image structures (called monos in this paper):

πm = (x, c), (2)

where x is the image position, and c is the color of the mono.
See [16] for more information about these modalities and their extraction. Figure 2 shows extracted primi-
tives for an example scene.
πe is a 2D feature which can be used to find correspondences in a stereo framework to create 3D primitives
(as introduced in [13, 21]) with the following formulation:

Πe = (X,Θ,Ω, (cl, cm, cr)), (3)

where X is the 3D position; Θ is the 3D orientation; Ω is the phase (i.e., contrast transition); and, (cl, cm, cr)
is the representation of the color, corresponding to the left (cl), the middle (cm) and the right side (cr) of
the 3D primitive.
In this paper, we estimate the 3D representation Πm of monos which stereo fails to compute:

Πm = (X,n, c), (4)

where X and c are as in equation 2, and n is the orientation (i.e., normal) of the plane that locally represents
the mono.

3 Relations between Primitives

Sparse and symbolic nature of primitives allows the following relations to be defined on them. For more
information about relations of primitives, see [10].
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(a) Input image.

(b) Extracted primitives.

Figure 2: Extracted primitives (b) for the example image in (a).
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Primitive :

1. Orientation ( )q

2. Phase ( )w

3. Colour ( )c

4. Optical flow ( )f

1

4

33

2

a)

b)

c)

d)

e)

Figure 3: Illustration of the primitive extraction process from a video sequence. The 2D–primitives ex-
tracted from the input image (a) (see section 2), and finally the 3D–primitives reconstructed from the
stereo–matches as described as described in [21]. (a) An example input image. (b) A graphic descrip-
tion of the 2D–primitives. (c) A magnification of the image representation. (d) Perceptual grouping of the
primitives as described in [21]. (e) The reconstructed 3D entities. Note that the structure reconstructed is
quite far from the cameras, leading to a certain imprecision in the reconstruction of the 3D–primitives. A
simple scheme addressing this problem is described in [21].
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PΠi
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Figure 4: Co–planarity of two 3D primitives Πe
i and Πe

j .

πi

πkπj

φi

φj

vij

Figure 5: Linear dependence of three πe
i, πe

j and πe
k. In this example, πe

i is linearly dependent with πe
j

whereas πe
k is linearly independent of other primitives.

3.1 Co–planarity

Two 3D edge primitives Πe
i and Πe

j are co–planar iff their orientation vectors lie on the same plane, i.e.:

cop(Πe
i ,Π

e
j) = 1− |projtj×vij

(ti × vij)|, (5)

where vij is defined as the vector (Xi −Xj); ti and tj denote the vectors defined by the 3D orientations Θi

and Θj , respectively; and, proju(a) is defined as:

proju(a) =
a · u
‖ u ‖2

u. (6)

The co–planarity relation is illustrated in Fig. 4.

3.2 Linear dependence

Two 3D primitives Πe
i and Πe

j are linearly dependent iff the three lines which are defined by (1) the 3D
orientation of Πe

i , (2) the 3D orientation of Πe
j and (3) vij are identical. Due to uncertainty in the 3D

reconstruction process, in this work, the linear dependence of two spatial primitives Πe
i and Πe

j is computed
using their 2D projections πe

i and πe
j . We define the linear dependence of two 2D primitives πe

i and πe
j as:

lin(πe
i , π

e
j) = |projvij

ti| > Th ∧ |projvij
tj | > Th, (7)

where ti and tj are the vectors defined by the orientations θi and θj , respectively; and, Th is a threshold.
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πjπi πk

Figure 6: Co–colority of three 2D primitives πe
i , π

e
j and πk. In this example, πe

i and πe
j are cocolor, so are

πe
i and πe

k; however, πe
j and πe

k are not cocolor.

3.3 Co–colority

Two 3D primitives Πe
i and Πe

j are co–color iff their parts that face each other have the same color. In the
same way as linear dependence, co–colority of two spatial primitives Πe

i and Πe
j is computed using their 2D

projections πe
i and πe

j . We define the co–colority of two 2D primitives πe
i and πe

j as:

coc(πe
i , π

e
j) = 1− dc(ci, cj), (8)

where ci and cj are the RGB representation of the colors of the parts of the primitives πe
i and πe

j that face
each other; and, dc(ci, cj) is Euclidean distance between RGB values of the colors ci and cj .
Co-colority between an edge primitive πe and and a mono primitive πm, and between two monos can be
defined similarly (not shown here).
In Fig. 6, a pair of co–color and not co–color primitives are shown.

4 Formulation of the model

For the prediction of the depth at monos, we developed a voting model. In a voting model, there are a set of
voters that state their opinion about a certain event e. A voting model combines these votes in a reasonable
way to make a decision about the event e.
In the depth prediction problem, the event e to be voted about is the depth and the 3D orientation of a mono
πm, and the voters are the edge primitives {πe

i} (for i = 1, ..., NE) that bound the mono. In this paper, we
are interested in the predictions of pairs of πe

i s, which are denoted by Pj for j = 1, ..., NP . While forming a
pair Pj from two edges πe

i and πe
k from the set of the bounding edges of a mono πm, we have the following

restrictions:

1. πe
i and πe

k should share the same color with the mono πm (i.e., the following relations should hold:
coc(πe

i , π
e
k) and coc(πe

i , π
m)).

2. The 3D primitives Πe
i and Πe

k of πe
i and πe

k should be on the same plane (i.e., cop(Πe
i ,Π

e
k)).

3. πe
i and πe

k should not be linearly dependent so that they can define only one plane (i.e., ¬ lin(πe
i , π

e
k)).

In figure 7, such restrictions are illustrated for an example mono and a set of edge primitives that bound it.
The primitives πe

j and πe
m are on the same line (i.e., they are linearly dependent), and they define infinitely

many planes. As for primitives πe
l and πe

k, they cannot define a plane as they are not on the same plane, nor
do they share the same color.
The vote vi by a pair Pj can be parametrized by:

vi = (X,n), (9)

where ~n is the normal of the mono πm, and z is its depth relative to the plane defined by Pi.
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e
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e
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e

i
m l

e

Figure 7: A set of primitives for illustrating why the relations coplanarity, cocolority and linear dependence
are required as restrictions for forming pairs from edges.

Each vi has an associated reliability or probability ri. They denote how likely the vote is based on the
believes of pair Pi. It can be modeled as a function of the distance of the mono πm to the intersection point
IP :

ri = f(d(Πm, Pi)). (10)

ri can be weighted by the confidences of the elements of the pair Pi that reflect their quality.

4.1 Bounding edges of a mono

b)

a)

Search Area Without Grouping With Grouping Input Image

Figure 8: Finding bounding edge primitives with and without grouping information for two different monos
which are marked in black in the first column. Using grouping information produces a more complete
boundary finding as shown in (a). However, using grouping may include unwanted edge primitives in the
boundary as shown in (b).

Finding the bounding edges of a mono πm requires making searches in a set of directions di, i = 1...Nd for
the edge primitives. In each direction di, starting from a minimum distance Rmin, the search is performed
upto a distance of Rmax in discrete steps sj , j = 1...Ns. If an edge primitive πe is found in direction di in
the neighborhood Ω of a step sj , πe is added to the list of bounding edges and the search continues with the
next direction.
The above mentioned method for finding the bounding edge primitives will lead to an incomplete and sparse
boundary detection (see figure 8) because the search is performed only in a set of discrete directions. This
can be improved by making use of the contour grouping information; when an edge primitive πe is found
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Image

y

x
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πe
j

Π
e
j

l

Π
e
i

πe
i

πm
p

Figure 9: Illustration of how the vote of a pair of edge primitives is computed. The 3D primitives Πe
i and

Πe
j corresponding to the 2D primitives πe

i and πe
j define the plane p. The intersection of p with the ray l that

goes through the 2D mono πm and the camera center C then determines the position of the estimated 3D
mono Πm. The 3D orientation of Πm is set to be the orientation of the plane p.

in a direction di at step sj , if πe is part of a group G, then all the edge primitives in G can be added to the
list of bounding edges (see [21] for information about the grouping method we employ in this paper).
Grouping information can lead to more complete and dense boundary finding as shown in figure 8(a);
however, for certain objects, it may lead to worse results due to low contrast edges (see figure 8(b)).

4.2 The vote of a pair of edge primitives on a mono πm

A pair Pi of two edge primitives πe
j and πe

k with two corresponding 3D edge primitives Πe
j and Πe

k, which
are co-planar, co-color and linearly independent, defines a plane p with 3D normal n and position X.
The vote vl of Πe

j and Πe
k is computed by the intersection of the plane p with the ray l that goes through the

mono, πm, and the focus of the camera (see figure 9). The ray l is computed using the following formula
([5], pg41):

Xa = P−1(−p̃ + λx̃), (11)

where x̃ is the homogeneous position of πm; P and p̃ are respectively the 3x3 and the 3x1 sub-parts of the
3x4 projection matrix Pm so that Pm = [P p̃]; and, λ is an arbitrary number. By using two different values
for λ, two different points on ray l are extracted which then are used to compute the ray l.
Because the ray l is unique for a mono πm, all the votes processed for the mono πm will be on ray l. This
property can be exploited for clustering the votes as discussed in section 4.3

4.3 Combining the votes

The votes can be integrated using different ways to estimate the 3D representation Πm of a 2D mono πm:

• Weighted averaging:

Πm = C

NP∑
i=1

vi ri, (12)

where C is a normalization constant.

• Clustering:
Weighted averaging is prone to outliers which can be overcome by utilizing the set of clusters in the
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votes. Let us denote the clusters by ci for i = 1, ...Nc. Then, one integration scheme would be to take
the cluster that has the highest average reliability:

Πm = arg maxci

1
#ci

∑
vj ∈ ci

rj . (13)

where ri is the reliability (i.e., confidence) associated to the vote vi.

An alternative can use the most crowded cluster:

Πm = arg maxci #ci. (14)

It is also possible to combine the number of votes and the average reliability of a cluster for making
a decision.

As mentioned above, weighted averaging is prone to outliers but is fast. Clustering the votes can filter
outliers whereas is slow. Moreover, clustering is an ill-posed problem, and most of the time, it is not trivial
to determine the number of clusters from the data points that will be clustered.
In this paper, we implemented (1) a histogram-based clustering where the number of bins is fixed, and the
best cluster is considered to be the bin with the most number of elements, and (2) a clustering algorithm
where the number of clusters is determined automatically by making use of a cluster-regularity measure and
maximizing this measure iteratively.
(1) is a simple but fast approach whereas (2) is considerably slower due to the iterative-clustering step.
Suprisingly, our investigations showed that (1) and (2) produce almost identical results (the comparative
results are not provided in this paper). For this reason, we have adopted (1) as the clustering method for the
rest of the paper.

4.4 Combining the predictions using area information

3D surfaces project as areas into 2D images. Although one surface may project as many areas in the 2D
image, it can be claimed that the image points in an image area are part of the same 3D surface[SK: This
assumption does not always hold. I need to elaborate.].
Figure 10 shows the predictions of a surface. Due to strong outliers in the stereo computation, depth pre-
dictions are scattered around the surface that they are supposed to represent. We show that it is possible to
segment the 2D image into areas based on intensity similarity and combine the predictions in areas to get a
cleaner and more complete surface prediction.
We segment an input image I into areas Ai, i = 1, .., NA using co-colority (see section 3) between primi-
tives utilizing a simple region-growing method; the areas are grown until the image boundary or an edge-like
primitive is hit. Figure 11 shows the segmentation of one of the images from figure 1.
In this paper, we assume that each Ai has a corresponding surface Si defined as follows:

Si(x, y, z) = ax2 + by2 + cz2 + dxy + eyz + fxz + gx + hy + iz = 1. (15)

Such a surface model allows a wide range of surfaces to be represented, including spherical, ellipsoid,
quadratic, hyperbolic, conic, cylinderic and planar surfaces.
Si is estimated from the predictions in Ai by solving for the coefficients using a least-squares method. As
there are nine coefficients, such a method requires at least nine predictions to be available in area Ai. For
the predictions shown in figure 10, the following surface is estimated which is shown in figure 12 using a
sparse sampling (only non-zero coefficients are shown):

S0 = 1.5× 10−5y2 + 5× 10−6yz − 1.9× 10−4x + 8× 10−3y + 1.2× 103z = 1. (16)
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Figure 10: The predictions on the surface of the road for the input images shown in figure 1 (predictions
are marked with red boundaries). The predictions are scattered around the plane of the road, and there are
wrong predictions due to strong outliers in the computed stereo.

Figure 11: Segmentation of one of the input images given in 1 into areas using region-growing based on
primitives.

Figure 12: The surface given in equation 16 which is extracted from the predictions shown in figure 10.
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Figure 13: The predictions from 10 that are corrected using the extracted surface S0 shown in equation 16
and figure 12.

S0 in equation 16 is mainly a planar surface with small quadratic coefficients caused by outliers.
Having an estimated Si for an area Ai, it is possible to correct the mono predictions using the estimated
surface Si: Let Xn be the intersection of the surface Si with the ray that goes through πm and the camera,
and nn be the surface normal at this point (defined by nn = (δSi/δx, δSi/δy, δSi/δz) ). Xn and nn are
respectively the corrected position and the orientation of mono Πm.
Corrected 3D monos for the example scene is shown in figure 13. Comparison with the initial predictions
which are shown in figure 10 concludes that (1) outliers are corrected with the extracted surface represen-
tation, and (2) orientations and positions are qualitatively better.

5 Results

The test cases include kitchen scenarios and road scenarios which are intended for PACO+ and Drivsco
projects, respectively. The results of our model is shown for a few examples in figures 14, 15, 16 and 17.
The results show that inspite of limited 3D information from feature-based stereo which may contain strong
outliers in some of the scenes (as shown in figure 1), our result is able to predict the surfaces.

6 Conclusion

In this paper, we introduced a voting model that estimates the depth at homogeneous or weakly-textured
image patches (called monos) from the depth of the bounding edge-like structures. The depth at edge-like
structures is computed using a feature-based stereo algorithm [20], and is used to vote for the depth of a
mono, which otherwise is not possible to compute easily due to the correspondence problem.
The method presented in this paper is an ongoing work. In the future, the reliability of each vote will
be replaced by the statistics collected from chromatic range data (see [12]). Moreover, comprehensive
comparison as well as possible combination with dense stereo methods are going to be investigated.
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(a) (b)

Figure 14: Experiment results on an artificial kitchen scene. (a) Left image of the input stereo pair. (b) The
predictions of our model.

(a) (b)

Figure 15: Experiment results on a road scene. (a) Left image of the input stereo pair. (b) The predictions
of our model.
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(a) (b)

Figure 16: Experiment results on a road scene. (a) Left image of the input stereo pair. (b) The predictions
of our model.

(a) (b)

Figure 17: Experiment results on a kitchen scene. (a) Left image of the input stereo pair. (b) The predictions
of our model.
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[11] S. Kalkan, F. Wörgötter, and N. Krüger. Statistical analysis of local 3d structure in 2d images. IEEE
Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), pages 1114–
1121, 2006.

[12] S. Kalkan, F. Wörgötter, and N. Krüger. Statistical analysis of second-order relations of 3d structures.
International Conference on Computer Vision Theory and Applications (VISAPP), 2007.
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1 Introduction

There exists a large amount of evidence that the human visual system in its first cortical stages
processes a number of aspects of visual data (see, e.g., [19, 39]). These aspects, in the following called
visual modalities, cover, e.g., local orientation [19, 20], colour [20], junction structures [46], stereo [3]
and optic flow [20]. At the first stage of visual processing (called ’early vision’ in [29]), these modalities
are computed locally for a certain retinal position. At a later stage (called ’early cognitive vision’ in
[29]), results of local processing become integrated with the spatial and temporal context. Computer
vision has dealt to a large extent with these single modalities and in many computer vision systems,
one or more of the above–mentioned aspects are processed in the first stages (see, e.g., [35, 45, 33]).
An important problem, the human visual system as well as any artificial visual system has to cope
with, is the high degree of ambiguity and noise in these low level modalities that is unresolvable by
local processes only. Reliable actions require a more stable representation of visual features. As a
consequence, a disambiguation process that makes use of contextual information is needed. In [32]
we have described two main regularities in visual data (that are also well recognised in the computer
vision community) that underlie such an disambiguation process: (i) Coherent motion of rigid bodies
and (ii) statistical interdependencies underlying most grouping processes. These two regularities allow
to make predictions between locally extracted visual events and thereby to verify the spatio–temporal
coherence of hypotheses.
The establishment of such a disambiguation process presupposes communication of temporal and
spatial information. An efficient condensation of the locally extracted information implies:

Property 1. The condensed information vector should allow for rich predictions between related (e.g.
the change of position and appearance of a local patch under a rigid body motion) visual events;

and

Property 2. The condensed information vector need to reduce the dimensionality of the local signal
to allow the process to work with limited bandwidth.

In [25] it is argued that the need for properties 1 and 2 naturally result in symbolic representations.
In this work, we present a novel kind of scene representation based on local symbolic descriptors
that we call visual primitives (see figure 1).1 In these primitives different visual modalities become
combined in one local feature descriptor (section 2 and 3) that allows for the representation of visual
scenes in a condensed way (satisfying property 2).
Furthermore, the primitives allow for rich predictions (property 2) since we can formulate efficiently
statistical dependencies as operating in most perceptual grouping mechanisms as well as the change
of image structure under a coherent motion (see section 5). Hence, locally computed primitives work
as first guesses in a disambiguation process that is described in [41].
Our scene representation based on multi–modal primitives addresses a number of issues in an original
way:

Multi–modality: Primitives cover the main visual modalities established in computer– and human
vision and, hence, carry a rich semantic interpretation that facilitates the disambiguation process.

Condensation: Although primitives reduce the dimensionality of the image data, the significant
aspects of image information are kept. For example, by using the primitives, we were able to achieve a
stereo matching performance similar to correlation based methods that use the full image information
(see [28]).

1A possible biological equivalent of the primitives are so called hyper–columns in the visual cortex (for a discussion,
see [30]).
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Dynamic Positioning and Completeness: The primitives semantically describe the image infor-
mation in terms that are meaningful for image and scene understanding. This is achieved by dynamic
search for primitives position resulting in localised symbolic descriptors that preserve a complete rep-
resentation of structures. Namely, we have a description of contours, corners and surfaces and their
mutual relations. We will show that in the case of contours this semantic extends naturally to 3D
space (see 4.1).

Different Experts for different Structures: The interpretation of the local signal by the prim-
itives is not static but depends on the intrinsic signal structure leading to a system of different
experts for different signal structures such as edges, lines, homogeneous patches and corners (as also
established in the human system).

Primitives Initialise Disambiguation: The primitives are not understood as a final statement
about the local structure of a scene but a confidence associated to each primitive as well as its
parameters as well become modified in disambiguation processes formalising contextual information.
This paper is the first technical description of our visual primitives that have been applied already in
various contexts (see, e.g., [31, 28, 22]). The primitives make use of a rather complex body of signal
processing methods associated to the different visual modalities. Some of these aspects have been
published earlier (such as e.g., the monogenic signal [14], a continuous concept of intrinsic dimension
[27]) and are described briefly in this paper to make the presentation self-contained.
The system processes information over multiple stages (for an overview see figure 1) described in
the following sections. In section 2, we will describe the processing of the individual modalities by
linear and non–linear filtering processes. In section 3, we describe the condensation process generating
primitives. In section 4, stereo–pairs of primitives are used to reconstruct information about the scene
structure into 3D–primitives. In section 5, we briefly describe the application of our primitives in
an early cognitive architecture integrating perceptual grouping and motion as well as in the context
of vision based robotics. A more detailed description the application of the primitive representation
resulting in reliable and precise scene representations is given in [41].

2 Analysis of the local Signal Structure

In section 2.1 we will first describe how we distinguish different kinds of local image structures. The
processing of the modalities orientation, phase and optic flow is then described in section 2.2 and 2.3.
The results of the process described in this section are illustrated in a compact way in figure 1b).

2.1 Intrinsic Dimension

Different kinds of image structures coexist in natural images: homogeneous image patches, edges,
corners, textures. Furthermore, certain concepts are only meaningful for specific classes of image
structures. For example, the concept of orientation is well defined for edges or lines but not for
junctions, homogeneous image patches or for most textures.
As another example, the concept of position is different for a junction as compared to an edge or an
homogeneous image patch — see figure 2. a) in homogeneous areas of the image no particular location
can be defined, and therefore an equidistant sampling is appropriate. b) For a line or edge structure
the position can be defined using energy maxima. However, because of the aperture problem, this
energy maxima will span a one–dimensional manifold, and therefore the feature can be localised only
up to this manifold. This result in a fundamental ambiguity in the localisation of edge/line local
features. c) At the contrary, the locus of a junction can be unambiguously defined by the point of
line intersection (see figure 2c).
Similar considerations are required for other modalities such as colour, optic flow and stereo (see
below).
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Figure 1: Overview of the primitive extraction scheme. a) a stereo–pair of images obtained from a
pre–calibrated stereo rig. Therefrom, Early Vision processes are computed as shown in b): the left
image shows the optical flow extracted using the — see section 2.3. The hue of the pixels indicate
that the orientation of the optic flow at this pixel is towards the margin of similar hue, and the
intensity illustrate the magnitude of the flow vector); the bottom row of images shows the magnitude,
orientation and phase of the signal — see section 2.2— from left to right respectively; The upper
row shows the i0D, i1D and i2D confidences — see section 2.1 — from left to right respectively. In
all those graphs the intensity encodes the strength of the filter response (white for high, black for
low). In c) the information from the Early Vision module is combined in a sparse, condensed way
into the Early Cognitive Vision module — see section 3. The image shows the primitives extracted
from the images shown in a) d) these primitives are then matched across the two stereo-views and
the correspondences thereof allows to reconstruct 3D–primitives, that extend naturally the primitive
information to 3D space — see section 4.

Figure 2: the different localisation problems faced by the different classes of image structure: a)
homogeneous area; b) edge or line; and c) junction (see text).
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.

Figure 3: Illustration of the triangular topology of the intrinsic dimension — see [11]

Hence, before applying concepts such as orientation or position, we need to classify image patches
according to their junction–ness, edge–ness or homogeneous–ness. The intrinsic dimension (see, e.g.,
[51, 10]) has proved to be a suitable classifier in this context [11]. Ideal homogeneous image patches
have an intrinsic dimension of zero (i0D), ideal edges are intrinsically 1–dimensional (i1D) while
junctions and most textures have an intrinsic dimension of two (i2D). Going beyond common discrete
classification [51, 21], we utilise a continuous concept [11, 12, 27] that allows for a formulation of
reasonable confidences for the different image structure classes.
We classify image patches according to the dimension of the subspace that is occupied by the local
spectral energy. When looking at the spectral representation of a local image patch (see figure 3), we
see that the spectral energy of an intrinsically zero-dimensional signal is concentrated in the origin
(figure 3a), whereas the energy of an intrinsically one-dimensional signal spans a line (figure 3b) and
the energy of an intrinsically two-dimensional signal varies in more than one dimension (figure 3c).
It has been shown [27, 12] that the topological structure of the intrinsic dimensionality must be
understood as a triangle that is spanned by two measures: origin variance and line variance. The
origin variance describes the deviation of the energy from a concentration at the origin whereas the line
variance describes the deviation from a line structure (see figure 3). We define the intrinsic dimension
triangle such that each vertex corresponds to one ideal case of intrinsic dimension (homogeneous,
linear or corner), and that its surface represents image patches that contains mixed aspects from
these three ideal classes. It was shown in [11, 27, 12], that such a triangular interpretation allows for
a continuous formulation of intrinsic dimensionality, parametrised by 3 confidences that are assigned
to each of the mutually exclusive intrinsic dimension classes. For any image patch, the origin and line
variances yield a point in this intrinsic dimension triangle (see figure 3d) and the confidence for this
patch to belong to each of the three classes is computed using barycentric coordinates (see, e.g., [5]);
namely, the confidence in a local patch to be of one of the classes (i0D, i1D or i2D) is the area of the
sub–triangle defined by the origin and line variance of the patch, and by the ideal cases for the two
other classes of intrinsic dimension — see figure 3.
Thus we compute for each pixel position x the three confidences cid0(x),cid1(x),cid2(x) that take
values in [0, 1] and add up to one — illustrated for different scales in the three bottom rows of
figure 5. For details of the computation we refer to [11, 27, 12], and to [22, 23] for some applications
of this concept.
The current version of our system focuses on intrinsically one dimensional signals and uses the trian-
gular representation defined above to discard non–edge/non–line structures. There is some ongoing
work on the integration of homogeneous (iD0) and corner structures (iD2) into this framework — see,
[23, 50].
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(a) phase (b) direction/phase space (c) orientation/phase space

Figure 4: a) The phase describes different intensity transitions, e.g., ϕ = π encodes a dark line on
bright background, ϕ = −π/2 encodes a bright/dark edge, ϕ = 0 encodes a bright line on a dark
background and ϕ = π/2 encodes a dark/bright edge. The phase embed these distinct cases into a
2π-periodic continuum shown in (a). [Acknowledgement: Michael Felsberg] b) The torus topology of
the orientation–phase space. The phase ϕ value is mapped on the cross section of the torus’ tube
whereas the orientation θ is maps to the revolution angle the torus. c) When direction is constrained
to orientation (i.e. to the interval [0, π)) we get a half torus that is connected as indicated by the
connecting strings.

2.2 Orientation and Phase

The extraction of a primitive starts with a rotation invariant quadrature filter that performs a split
of identity of the signal [14]: it decomposes an intrinsically one-dimensional signal (as defined in the
previous section) into local amplitude (see figure 5 top row), orientation (see figure 5 second row),
and phase (symmetry, see figure 5 third row) information.2

The local amplitude is an indicator of the likelihood for the presence of an image structure. The
orientation encodes the geometric information of the local signal while the phase can be used to
differentiate between different image structures ignoring orientation differences. The phase for possible
grey level structures forms a continuum between [−π, π) and encodes the grey level transition of the
local image patch across the edge (as defined by the orientation) in a compact way (as one parameter
only), e.g., a pixel positioned on a bright line on a dark background has a phase of 0 whereas a pixel
positioned on a bright/dark edge has a phase of −π/2 — see figure 4a and, e.g., [16, 26, 14]).
Note that phase is 2π-periodic and continuous such that a phase of −π designate the same contrast
transition as a phase of π.
Orientation θ (taking values in the the interval [0, π)) and phase ϕ are topologically organised on a
half torus (see figure 4c), and if we extend the concept of orientation to that of a direction (therefore
taking values in [−π, π), see also [21]) then the topology of the direction/phase space becomes a
complete torus (see figure 4b). On a local level the direction is not decidable3 therefore we will use
the half torus topology. This topology is crucial for the definition of suitable metrics for phase and
orientation. For example, a black/white step edge (ϕ = π/2) with orientation θ should have small
metrical distance to a white/black step edge (ϕ = −π/2) of orientation π − θ but large distance to
a black/white step edge of orientation π − θ. However, a white line on a black background with an
orientation θ (ϕ = 0) should be have only a small distance to a white line on a black background with
an orientation π−θ but a large one to any black line on a white background. Therefore the extremities
of the half-torus are linked in a continuous manner as is shown in figure 4c. For a discussion of the
orientation/phase metric we refer to [28, 40].
Figure 5 shows the filter responses in terms of the local amplitude m(x), orientation θ(x) and phase

2Note that amplitude, orientation and phase can be analogously computed by Gabor wavelets or steerable filters
and that our representation does not depend on the filter introduced in [14]. For a discussion of different approaches to
define harmonic filters as well as their advantages and problems we refer to [43].

3Even taking the context into account there exists always two global solutions [16].
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Figure 5: Illustration of the low–level processing for primitive extraction. Each column shows the filter
response for a different peak frequency: respectively 0.110 (left), 0.055 (middle) and 0.027 (right).
Each row show a response maps for, respectively from top to bottom, local amplitude,orientation,
phase, intrinsically Zero–Dimensional (i0D), One–Dimensional (i1D) and Two–Dimensional (i2D)
confidences. In all of those graphs white stands for high response and black for low ones.
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ϕ(x), alongside the resulting primitives, for three scales. The mathematical definition of the kernels
and the split of identity is decried in appendix A.
The application of such a spherical quadrature filter for the processing of our Primitives has two main
advantages:4

1) It allows us to utilise general advantages of the analytic signal (the aforementioned split of
identity, see [16]). Hence, phase is an immediate output of the spherical quadrature filter
processing and can directly be used as an attribute that describes the structural information of
an oriented image structure (see figure 4A).

2) Compared to the use of a Gabor wavelet transform (see, e.g., [6]) we do not need to sample
across different orientations but orientation is a direct output of the computation. Hence, we
only need to apply 3 filter operations compared to, e.g., 16 for Gabor wavelets (see, e.g., [33]).

We compute filter responses for three different scales (the three scales used in the present work are
described in appendix A).5

2.3 Optic Flow and Colour

Besides orientation, phase and the intrinsic dimensionality confidences, colout and the local optic flow
vector is also associated to the primitive description vector.
In [22], we compared the performance of different optic flow algorithms depending on the intrinsic
dimensionality, i.e., the effect of the aperture problem and the quality on low contrast structures. It
appeared that different optic flow algorithms might be optimal in different contexts. In our system
we primarily use the Nagel–Enkelmann algorithm [38] since it gives stable estimates of the normal
flow at i1D structures. We denote the optic flow computed at a position x by f(x).
Colour is not processed by (non–)linear filtering operations but sampled (i) on each side of a step
edge, or (ii) on each side of a line and on the line itself, depending if the phase describes a step edge
or line structure.

3 Condensation Scheme

Based on the pixel–wise processing described in section 2, we now want to extract a condensed
interpretation of a local image patch by selecting a sparse set of points to which visual modalities
become associated. An important aspect of the condensation scheme is that all main parameters can
be derived from one property of the basic filter operations called line–edge bifurcation distance. This
value expresses the minimal distance between two edges for them to be represented by two distinct
primitives. Below this distance, one single line primitive will be extracted. In 6(a) shows a narrow
triangle for which two edges get closer until the vertex. Vertical sections of the local local amplitude
(b) close to the vertex features only one maximum, whereas it splits into two distinct maxima further
on, where the triangle is broader.

Definition. The line–edge bifurcation distance dleb for a given scale is the minimal distance between
two edges for them to produces two distinct maxima.

Using the above definition we propose a condensation procedure in three steps:
4Note that there are also some problems involved with filters realising the monogenic signal we are suing. These are

discussed in [43]. First, it turned out that for the monogenic signal it is more difficult to construct filter which allow for
stable orientation and phase estimates at high frequencies (compared to, e.g., Gabor wavelets) Second, in the monogenic
filter approach there is only one orientation estimate and one phase (in connection to the one orientation) estimate.
However, for intrinsically two dimensional signals such as corners and most textures more parameters are needed to
represent the local structure (e.g., most textures are characterised by multiple orientations at different frequencies).
Third, estimates for, e.g., optic flow can profit from averaging processes over estimates over different orientations.
However, in the context of intrinsically one dimensional structures the monogenic signal allows for a good representation.

5Note that for step edges, we can expect high amplitudes over different frequency levels, while line structures might
become represented at a high frequency level as two step-edges and on a lower frequency level as a line (see section 3).
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(a) original image (b) local amplitude

(c) peak frequency 0.110 (d) peak frequency 0.055

(e) peak frequency 0.027

Figure 6: Definition of the elimination parameters dleb and dk. See text for an explanation.

Sampling: The positions of features are computed with sub–pixel accuracy, according to the local
intrinsic structure (section 3.1).

Elimination: Positions that are too close to each other (and therefore would lead to redundant
descriptors) become deleted (section 3.2).

Local Interpretation: Semantic attributes become associated to the computed positions. (section
3.3).
Figure 6 (c), (d) and (e) shows the primitives extracted after condensation for the three scales used
in the present paper — for peak frequencies of 0.11, 0.055 and 0.027, respectively.

3.1 Sampling

In section 2.1 it was discussed that the concept of position is different for different type of image
structures as defined by the three classes of intrinsic dimensionality.
The coding of intrinsic dimension by three values ci0D, ci1D, ci2D allows us to select the most likely
structure for this patch, and thence to define an appropriate (according to its intrinsic dimension
interpretation) position candidate. However, if we do not want to make a decision about the type of
local image structure at such an early stage we can also code the three different candidates according to
their intrinsic dimension class (see figure 8b). These two approaches are implemented by two different
modes of the condensation algorithm with different advantages and disadvantages (see below).
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(a) An edge primitive (b) A line primitive

Figure 7: Illustration of the symbolic representation of a primitive for a i1D interpretation, for a) a
bright-to-dark step–edge (phase ϕ 6= 0) and b) a bright line on dark background (phase ϕ 6= π

2 . 1)
represents the orientation of the primitive, 2) the phase, 3) the colour and 4) the optic flow.

Figure 8: a) Hexagonal Sampling. b) Three possible hypotheses for positions according to the three
different intrinsic dimensions. c) Because of the overlap in the hexagonal sampling the same position
can be found in areas with different index. For these redundant structures one sample needs to be
deleted. d) Since the local amplitude can still be high for pixels with a certain distance from high
contrast structure it might be that a position is found that is actually not on the edge structure.
These points represent redundant structures since they are already represented more accurately (in
terms of position) by other primitives. These hypotheses need also to be deleted.
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Figure 9: Top row: positions associated to the primitives assuming different intrinsic dimensionality
(from left to right, i0D, i1D and i2D). Middle row: Primitives in each of those cases (from left to
right, i0D, i1D and i2D). Bottom row, left: positions using the interpretation given by the intrinsic
dimension with the highest confidence; middle: primitives extracted at those locations; and right:
primitives at non-i0D locations.
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Peak frequency fp 0.1103 0.0551 0.0275
Wavelength fp 9.06 18.12 36.25
Number of tabs nt 11 23 33
Line/edge bifurcation dleb 3 6 7.5
Hex. grid spacing in x dx = 0.85dleb 2.55 5.1 6.37
Hex. grid spacing in y dy =

√
3/2dx 2.21 4.42 5.52

2nd elimination param. dk = 2.2dleb 6.6 13.2 16.5
Condensation rate dco 85% 94% 97%

Table 1: Frequency–dependent parameters

To get candidates for our primitives, we first perform an hexagonal sampling (see figure 8a) of the
image into overlapping areas A(k,l) with radius rs, with k, l coding the hexagonal grid points. Hexag-
onal sampling has a number of advantages discussed for example in [47, 37].6 In the context of this
paper, the most important difference to a rectangular sampling is that in case of hexagonal tiles the
distance between the midpoints of neighbour tiles is uniform whereas in a rectangular grid diagonal
neighbours are are

√
2 times further than horizontal or vertical neighbours. Since we want to ex-

tract symbolic descriptors for each tile, the hexagonal sampling allows for a more evenly distributed
symbolic description and also reflects more closely the isotropic structure of the original image filters.
The sampling distance depends on the line/edge bifurcation distance and thereby on the peak fre-
quency for the scale being used (note that it is also related to the spatial size, and the minimal number
of tabs nt, needed to represent the filter, for a detailed discussion see [43]). The parameters dx and
dy =

√
3

2 dx determine the spatial distance in x and y between the centre A
(k,l)
c of the tile A(k,l) and

the centres of the neighbour tiles.7 For a description of the mathematics of the hexagonal sampling
we refer to, e.g., [37].
The sampling distance dx is related to the line/edge bifurcation distance dleb that depends of the peak
frequency fp and the band-width B of the filter applied.
In appendix A we describe the derivation of the kernels of the monogenic signal which bandpass
characteristics are controlled by the two parameters s1 and s2. The peak frequency is computed by

fp =
1

2π(s2 − s1)
ln(

s2

s1
) (1)

Since in our case we have s2 = 2s1 this becomes

fp =
1

2πs1
ln(2) (2)

with s1 set to 1, 2, and 4 covering the frequency domain in a reasonable way (see figure 19).
It turned out that a reasonable estimate for dleb is

dleb =
1

3fp
(3)

hence we set
dx = round(dleb) + 1 (4)

being the smallest possible sampling distance within which structures based on the amplitude infor-
mation can be resolved. All frequency depended parameters are shown in table 1:

We search on disk around each A
(k,l)
c for candidate positions of primitives. The radius rs of this disk

is chosen such that each point of the image is covered by at least one of the disks. In a hexagonal

6For example Mersereau [36] showed that hexagonal sampling is optimal for certain band limited signals.
7Note that the odd rows have an onset of dx/2
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grid, the maximum distance to the border of a tile is 2√
3
dx hence we set

rs = round(
2√
3
dx) + 1 (5)

We then look for optimal structure dependent positions inside each tile, distinguishing between the
three intrinsic dimension classes:

i0D Homogeneous image patches: At homogeneous image patches the position can not be
defined by properties of the local signal since it is constant. Therefore, the position x

(k,l)
id0 of a

Primitive representing an image patch A(k,l) is defined by the equidistant sampling (see figure
2a):

x
(k,l)
id0 = A(k,l)

c

i1D Lines and edges: For a line or edge, the position x
(k,l)
id1 can be defined through energy maxima

that are organised as a one–dimensional manifold. Therefore, an equidistant sampling along
these energy maxima is appropriate (see figure 2b). For this, we look for the energy maximum
along a line orthogonal to the orientation at A

(k,l)
c which is within the area A(k,l).

x
(k,l)
id1 = max

x∈g(k,l)
m(x)

where g(k,l) is a local line going through A
(k,l)
c with orientation perpendicular to θ(A(k,l)

c ).

i2D Junction–like structures: For a junction the position x
(k,l)
id2 can be defined unambiguously

as the maximum of the i2D confidence in a local region (see figure 2c and [13]):

x
(k,l)
id2 = max

A(k,l)
{cid1(x)}.

Our system runs in two modes. In the first mode, hereafter named complete mode, all three hypotheses
are conserved (see figure 8b), however the position corresponding to the maximum of three confidences
ci0D, ci1D, ci2D is called the external position x(k,l) and it is used in the following process of reduction
of redundant descriptors to compete with candidates computed in other tiles of the hexagonal grid. In
the second mode, named contour mode, we only look at intrinsically one-dimensional signals, i.e., we do
the positioning according to figure 2b. The first mode allows for a complete representation of the signal
by also taking into account i0D and i2D structures. However, the symbolic representation as well as
the 3D reconstruction of i0D and i2D signals differ and are ongoing research topics (see, e.g. [23, 50]).
In the second mode, the symbolic representation of the primitives, their 3D reconstruction (see section
4) as well as important structural relations between primitives such as co-colority, symmetry and co-
planarity are defined (see section 5.1).
All positions are computed with sub-pixel accuracy using the formula :

x̃0 = 1
sg

∑ws
i=−ws

∑ws
j=−ws

m(x0 + i, y0 + j)(x0 + i)
ỹ0 = 1

sg

∑ws
i=−ws

∑ws
j=−ws

m(x0 + i, y0 + j)(y0 + i)
(6)

with m(x, y) being the local amplitude at pixel position (x, y) and

sg =
1∑ws

i=−ws

∑ws
j=−ws

m(x0 + i, y0 + j)
(7)

where ws is set to ws = dleb In section 3.3 the modalities phase and orientation of the extracted
features are computed at the sub-pixel accuracy position by bi-linear interpolation.
Figure 9 shows the positions found for different intrinsic dimensions and also the external positions.
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Figure 10: Artificial sequence used to evaluate the accuracy of primitive extraction (see figure 11).

Figure 14 shows the primitives extracted from a simple indoor scene (a). The primitives are extracted
with a an origin variance > 0.3 and a line variance < 0.3 are shown for the three scales considered in
this work: namely for peak frequencies of 0.110 (b), 0.055 (c), and 0.027 (d). Different scales highlight
different structures in the scene.
In figure 10 an artificial sequence featuring a red circle on black background is shown. We evaluated
the accuracy of the primitive extraction on this scene, and the results are recorded in figure 11. The
top images compare the primitives extracted with (a) and without (b) the sub–pixel localisation of
the primitives. Note that the sub–pixel localisation requires a symbolic interpretation of the primitive
and that therefore we only considered i1D primitives. Effectively we only considered primitives with
an origin variance larger than 0.3 and a line variance lower than 0.3. The upper graphs in (a) and (b)
show the 2D primitives extracted and whereas the bottom ones show the 3D–primitives reconstructed
using stereopsis.

3.2 Elimination of redundant descriptors

Since the areas A(k,l) are overlapping, the process described above can lead to identical positions
found in neighbouring areas (see figure 8c, x(2,1) = x(3,1), x(1,1) = x(1,2)). And since the applied
filters are extended in space it can also lead to positions with close spacing describing essentially the
same structure (see figure 8d, x(2,1) and x(3,1).
In the second step described now, these redundant positions become eliminated. In this elimination
process we face the following difficulty: On the one side, we do not want to eliminate ’independent
structures’ that are close to each other. For example, in the triangle in figure 6 two edges converge.
At some point, these edges become interpreted as a line and the position should be on this line and
the phase should become 0 or ±π. Until then, the triangle should be represented by two edges with
phase ±π. Hence, the elimination process should not eliminate these ’independent’ edges although
they can be rather close to each other. The limit of separability is the line/edge bifurcation distance
dleb defined above. On the other side, since our kernels have an extension (expressed in the number
of tabs nt used to approximate the spatial filter) that is larger than dleb there will still be a significant
amplitude at pixel distances larger than dleb (see figure 6).
As a consequence, eliminating candidates with distance smaller than dleb would preserve all ’inde-
pendent’ edge structures but would also preserve a lot of redundant structures. However, eliminating
candidates with distance smaller than nt would eliminate all redundant but also the ’independent’
structures.
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(a) with sub–pixel localisation (b) without sub–pixel localisation

(c) (d)

(e) (f)

Figure 11: a) and b): 2D– and 3D–primitives extracted in the scenario illustrated in figure 10,
respectively with and without sub–pixel localisation. c), d), e) and f) report the density and accuracy
in localisation, orientation and phase of the primitives, wherein the solid line show the accuracy with
sub–pixel localisation and the dashed line without. The error bars in d), e) and f) show the variance.
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Figure 12: Three stages of the elimination process and the final primitive representation.

We tackle this problem by a two stage elimination process described in section 3.2.1 and 3.2.2.

3.2.1 Elimination based on the line/edge bifurcation distance

First, all candidates x(k,l) become ordered according to the associated amplitude m(x(k,l)). Starting
with candidates with the highest local amplitude we delete all other candidates x(k′,l′) with a distance
d(x(k,l)),x(k′,l′)) = ||x(k,l)) − x(k′,l′)|| smaller than dleb.8 Since we order the candidates according to
the local amplitude, the candidate corresponding to a ’stronger’ structure suppress candidates with
weaker structure. Thereby all non–distinct edges (according to the line edge bifurcation distance)
become deleted but redundant edges are still being preserved. In figure 12 upper–left, we see that
many spurious candidates remain after the first elimination process that are caused by edges with
distance smaller then dk.

3.2.2 Elimination based on the kernel size

In the second step, again starting with the candidates with highest local amplitude, all remaining
candidates become tested according to a distance dk. dk expresses the distance to which a structure
can essentially effect pixels in the vicinity and is set to dk =.
For a pair of intrinsically two dimensional structures it is sufficient to have distance smaller than dleb

since they naturally represent maxima in the amplitude representation [13]. If an intrinsically one-
dimensional structure is involved there will be a slant in the local amplitude surface at the ’dependent’
structure having its maximum at the edge/line structure decreasing with distance from the edge (see
figure 6). This slant can be checked for: For each pair of candidates found with distance smaller dk

a test is made whether it represents an ’independent’ structure. The criterion for independence we
are using is whether the structure is a maximum on the line orthogonal to the local orientation. For
each remaining candidate the amplitude is compared to the amplitude at pixels at a distance dco =?
at both sides of the edge indicated by the local orientation.9 If that is the case the candidate with
lower local amplitude is discarded.
Thereby the remaining spurious candidates become eliminated. Figure 13 shows the primitives ex-
tracted for an artificial test image, for different scales. The figure in (a) shows vertically alternating
black/white step–edges, getting narrower to the right of the figure. The primitives extracted at the
three scales, for peak frequencies of 0.110, 0.055 and 0.027, are shown in (b), (c) and (d), respectively.
The different effect of the double elimination process at different scales can be seen in this figure. For

8Note that for the quality of the process it is important that all positions are computed with sub-pixel accuracy
already at this stage.

9Note that the criterion ’local maxima’ that is applicable for i2D structures can not be applied since edge like
structures form a ridge in the local amplitude surface (see figure 6).
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(a) original image (b) peak frequency 0.110

(c) peak frequency 0.055 (d) peak frequency 0.027

Figure 13: Dense sampling.
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example if all of the narrower step edges to the right of the figure are distinctly extracted in (b), only
one of the two is extracted in (c), whereas in (d) the same edges become intrinsically two–dimensional
and are not extracted anymore.

3.3 Association of Visual Attributes and Confidences

Based on the found positions xi we can associate visual attributes. The attributes orientation θ, phase
ϕ, and optic flow f are computed pixel-wise using filter processes of spatial extend dk

10. Therefore,
we associate the orientation, phase, as well as the optic flow according to the found positions xi.
Since, positions are computed with sub–pixel accuracy we can also interpolate the orientation, phase
and optic flow value by bi–linear interpolation []. Let x̃0 and ỹ0 be the positions computed with
sub-pixel accuracy (see section 3.1). Let δx and δy be the distance to the discrete lower pixels xl

and yl (and xh = x0 + 1 and yh = y0 + 1, then the bi-linear interpolation computation leads to the
formula:

θ̃(x̃) = θ̂(xl, yl)(1− δx)(1− δy) + θ̂(xl, yh)(1− δx) ∗ δy

θ̂(xh, yl)δx(1− δy) + θ̂(xh, yh)δxδy

Note that for the interpolation of orientation and phase the specific topology of the orientation phase
space needs too be taken into account. Hence θ̂ is transformed such that the distance between all
pairs of the set θ̂(xl, yl), θ̂(xl, yh), θ̂(xh, yl), θ̂(xh, yh) is smaller than π

2 and θ̂(x̃) is in [0, π). Phase is
computed analogously.11

For the test picture shown in figure 10 we get a localisation error in the area of 0.1 pixel (i.e.,
improvement of a factor 10). Bi-linear interpolation of orientation and phase based on the the sub-
pixel accuracy positioning leads also to improvements of a factor 2 and 6 respectively (on the highest
frequency level). The effect on reconstruction is also demonstrated in figure 11.
Also colour information is available for each pixel position. However, especially for i0D and i1D
signals the representation of colour is highly redundant. For a step-edge like structure it is natural to
distinguish between the colour on the left and right side of the edge (cl, cr) while for a line structure
also the colour of a middle strip cm should be coded (see figure 6c–e and 7).
As discussed in section 2.2 by the phase we can distinguish these two cases. For an homogeneous
image patch (i0D), colour pixels can even be subsumed into one colour attribute.
Finally, we have a parametric description of a local area that we call a primitive. For a step edge we
get

πi = (xi, θ(xi), ϕ(xi), (cl(xi), cr(xi)),f(xi))

while for a line we get

πi = (xi, θ(xi), ϕ(xi), (cl(xi), cm(xi), cr(xi)),f(xi)) .

The parameters of the primitives have a clear semantic and are a condensed representation of the
local image patch. Condensation can be computed by the ratio of the number of bit needed to store
a local image patch a primitive stands for. For the highest frequency, such a primitive represents
a local image patch of a radius of appr. 3 pixels (i.e., π · 32 · 3 ≈ 85 values). The primitive has a
dimension of 10 for an edge like structure and 13 for a line–like structure(not counting the optic flow
which indicates temporal information). That means that a primitive for the highest frequency level
only requires maximal the 13

85 = 0.15 amount of bytes compared to the original image information
leading to a condensation rate dco ≈ 85%. Analogously, we get a condensation rate of ≈ 94% and
≈ 97.% for the other two frequency levels. Note that after computing the 3D primitives (see section
4) the condensation rate increases again significantly.

10Phase and orientation are output of the spherical quadrature filters while the area the optic flow estimation is based
on can be determined in different flow algorithms in different ways.

11

ϕ(x̃) = to be made
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(a) original image (b) peak frequency 0.110

(c) peak frequency 0.055 (d) peak frequency 0.027

Figure 14: 2D–primitives extracted for different peak frequencies
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Table 1 shows all parameters included in the primitive extraction. Note that these parameters are
either naturally derived from the line edge bifurcation distance (dleb) or are non-critical (ws) or are
based on decisions involving a trade off between computational complexity and precision (dk).

4 Computation of 3D-Primitives

So far we have described multi-modal image descriptors that code 2D information. However, these
descriptors describe visual events occurring at a certain 3D position in space. This depth information
is of essential use for higher level processes because of two reasons. First, human and robots act in a
3D world where depth information gives valuable indication where actions such as moving or grasping
are possible. Second, since many structural dependencies of visual events (e.g., rigid body motion)
are working on 3D structures the association of 3D information is essential for the formalisation of
the disambiguation processes (see [41]).
In the following, we describe an extension of the image primitives to spatial primitives. In these
spatial primitives, the semantic information coded in the image primitives is transferred into the 3D
domain. Therefore we need to come to good interpretations of image information as 3D events.
Assuming the correspondences between primitives in two images are known (for how this is done,
see [41]) we are able to extract spatial primitives as described in section 4.1 (see also figure 16).

4.1 Constructing Spatial multi–modal Primitives

Given a pair of corresponding points between the left and right image, a meaningful 3D interpre-
tation of this stereo–pair is a 3D point. Contours, however, hold a 2D orientation, and therefore
3D–primitives need to encode the reconstructed 3D orientation Θ beside the 3D position X; this
orientation is computed as the intersection of two planes in space, each defined by the optical centre
of one camera and the line in the image plane described by the image primitive’s position and ori-
entation — see figure 15. The intersection of these two planes in space is a 3D line that provides us
with the orientation of the 3D primitive. In [48] it was shown that using line correspondences for the
reconstruction of 3D orientation was generally more accurate than points correspondences.
Phase and colour are reconstructed in space as the mean value between the two corresponding image
primitives.

Φ =
ϕL + ϕR

2
(8)

C =
cL + cR

2
(9)

Moreover these two modalities encode surface information (respectively contrast and colour transition
across an edge) thus we need to define a 3D surface patch onto which they apply. Unfortunately it
is not possible to reconstruct the exact surface from local information: for a pure i1D signal the
surface on one side does not allows to find the additional correspondence that would be required for
the reconstruction of a 3D surface. Moreover, in case of a depth discontinuity the colour information
might come from a 3D position that is completely independent from the 3D orientation information
(i.e. the background).
We propose to define as a priori 3D surface the plane that is most stable under small viewpoint
variation (see figure 15). This surface is computed using the 3D orientation of the primitive and an
additional vector Γ that is defined as follows:

Γ = Θ× Vpov (10)

such that the surface is normal to Vpov, and Vpov is defined as follows

Vpov =
1
2

(−−−→
CLX +

−−−→
CRX

)
(11)

19



Figure 15: Illustration of the reconstruction of the 3D orientation.
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where
−−−→
CLX and

−−−→
CRX are the two optical rays joining the location of the primitive X with the optical

centre of the left (CL) and right (CR) cameras. The vector Γ also identifies each side of the 3D line,
which is critical for modalities like colour and phase that describe the modality transition across the
contour.
We end up with a set of spatial primitive Π(i,j) each having the parametric description

Π(i,j) = (X,Θ,Φ, (C l,Cm,Cr)) (12)

The j-index represents the alternative 3D entities generated from different correspondences in the
right image to the i-th primitive in the left image. Since a final decision can usually not be made
with high reliability solely based on local information, multiple hypotheses are kept at this stage. In
the following section we will describe different approaches to overcome this ambiguity.
In figure 11 (a) and (b), bottom, the 3D primitives reconstructed with (a) and without (b) sub–pixel
localisation are shown from front and side view. The side view offer a better vision of the quality of
the depth estimation from stereopsis.12 It is visible in these images that the sub–pixel localisation of
the primitives described in section 3.1 allows for a notably better 3D–reconstruction.
In figure 16 the 3D–primitives reconstructed in an indoor scene are shown. Figures (a) and (b) show
the stereo pair of images used, (c) (resp (d)) shows the 2D–primitives extracted with (resp. without)
sub–pixel accuracy, and the subsequently reconstructed 3D–primitives are shown in (e) (resp. (f)).

5 Applications

The primitive representation introduced in this paper has been applied in various contexts (briefly
described in subsection 5.2 to 5.5) and has been part of three different European projects [8, 1, 18] in
the area of Cognitive Vision and visual based robotics. The primitives described so far are condensed
localised descriptors with clear semantics, and by this, symbolic descriptors of a local image patch.
Since they are processed locally they are necessarily as ambiguous as the locally computed modalities
that are represented by them. However, the data format the primitives provide allows for the definition
of a set semantic relations upon them (see figure 17a). Since the primitives are a symbolic description
of the local image patch, the relations and operation defined on the primitives provide the context in
which information is processed.
The relations are used at a stage of processing after the condensation step (called early cognitive
vision in [29]). More specifically, by the relations

• predictions between visual events become formulated (such as the change of a local image patch
under motion or the likelihood of being part of the same collinear group) and by that the locally
ambiguous information becomes, disambiguated (see section 5.2),

• the sets of primitives can become connected to higher visual entities such as 3D surfaces (section
5.3) and objects (section 5.4),

• low–order combinations of primitives become associated to robot actions such as grasping (sec-
tion 5.5).

5.1 Relations and Operations defined on Primitives

Here we briefly describe the definition of four second order relations on primitives: Collinearity, rigid
body motion, co-planarity and Co-colority (see also figure 17a).
Collinearity: In [41] a measure for the likelihood of two 2D primitives being part of the same collinear
group Coll(πi, πj) is defined (see figure 17a,i). This allows for the definition of a stereo constraint
(see, e.g., [4, 44] that makes use of local image information as well as the semi–global context (see
[41]). The collinearity constraint can naturally be extended to 3D primitives (Coll(Πi,Πj)).

12Note that the accuracy of the depth estimates decreases for horizontal structure. This is due to the ambiguity in
reconstructing lines parallel to the epipolar line.
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(a) left image (b) right image

(c) with sub–pixel localisation (d) no sub–pixel localisation

(e) with sub–pixel localisation (f) no sub–pixel localisation

Figure 16: Reconstruction of 3D–primitives in a real scenario. The two stereo images are shown in
(a) and (b) (c) (resp. (d)): 2D–primitives extracted with (resp. without) sub–pixel localisation; and
(e) (resp. (f)): spatial primitives reconstructed with (resp. without) sub–pixel localisation.
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Figure 17: a) Relations defined on the multi–modal primitives. b) Grasping options generated by
second order relations of primitives. c) Extraction of object representations. d) Depth predictions
based on co–planarity relations.

Rigid body motion: The change of the parameters position and orientation under a rigid body
motion (RBM(Π)) can be computed analytically (see, e.g., [9]) while the parameters phase and colour
can be approximated to be constant under a motion (see figure 17a,iv).
Co–planarity: The relations co–planarity Cop(Πi,Πj) between two 3D primitives (see figure 17a,ii)
indicates the likelihood of the primitives to be part of the same surface (see section 5.3) and by this
can be related to a grasping option (see section 5.5).
Co-colority: The relation co–colority (see figure 17a,iii) expresses the similarity of the colours at
the side of two edges that are pointing towards each other.

5.2 Disambiguation using Motion and perceptual Grouping

In [42] it has been shown that such a representation allowed for computing the ego–motion of the
camera rig with an accuracy sufficient for tracking individual primitives over time. It was discussed
in [49] that the knowledge of this motion allows to predict the transformation between representations
of the same scene at different instants, thereby correct the scene representation over time. The 3D–
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hypotheses that are confirmed over time by the estimated motion gain a stronger confidence whereas
hypotheses that are contradicted can be discarded as outliers.

5.3 Depth prediction at homogeneous image Areas

The primitives introduced in here represent i1D structures. It is known that it becomes increasingly
difficult to find correspondences between local patches the more they are lacking structure (i.e.,
tending toward the i0D corner of the iD triangle (see figure 3). On the other hand, it is known
that the lack of structure also indicates the lack of a depth discontinuity [17, 23]. However it was
statistically shown in [24] that coplanarity allows to predict depth at homogeneous image surfaces
(see figure 17d).

5.4 Object Learning and Recognition

The primitives are rich and condensed descriptors of scene information. Hence they are suitable for
memorising objects in an efficient way, In particular the relations RBM(Π) can be used to (1) get
a disambiguated and hence reliable representation of objects (see section 5.2) and (2) to segment
an object from the background (see figure 17b. This second property is in particular relevant in the
context of the European project PACO+ [1] in which the early cognitive vision system introduced here
will be linked with an AI planning system that requires objects as discrete entities (see [15]). Hence,
a cognitive robot vision system should be able to find out about the ’objectness’ of a set of visual
features as well as the shape of the object by itself. This is achieved by combining the object learning
introduced described here with the grasping approach described in section 5.5. Once representations
of objects are extracted that way they can be used for pose estimation and object recognition [7].

5.5 Generating Grasping Hypotheses

Also, in the European project [1] our primitive representation is used to define grasping options in
a scene (see figure 17c) and [2]). Essentially, co-planar primitives (supported by the relations co–
linearity and co-colority) define planes that are good candidates for an initial grasping hypothesis. In
figure 17c,i) the definition of grasping hypotheses from co-planar primitives is shown. Figure 17c,i)
shows generated grasps at scenario created by the grasping simulation software GraspIt used for the
evaluation of our approach (for details, see [2]). Once evaluated as successful by haptic information,
gives the physical control over objects required for the object learning sketched in section 5.4.

6 Summary and Discussion

At the current state of development our system treats different scales independently. Since we are
dealing with edge like structures which tend to show stable properties over different scales that is
appropriate. However, it would be advantageous to find the appropriate scale to reduce memory and
computational requirements. A treatment of our approach in a scale–space approach where the scale
itself expressed by a feature (see, e.g., [34]) is currently being considered.
Furthermore, we intend introduce symbolic descriptors for different image structures. For homoge-
neous image patches this has been already discussed in section 5.3. In [50] we have discussed an
extenofn opf our approach to junction–like structures. We note that this requires not only a junc-
tion detection and interpretation algorithm but also the definition of appropriate relations between
different junctions as well as between edges and junctions. We are also doing first steps towards the
representation of texture which in particular requires a representation of different scales.
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A Split of Identity

Quadrature filters based on the monogenic signal [14] are rotation invariant, i.e., they commute with
the rotation operator. Hence, for an appropriate choice of polar coordinates, two coordinates do
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not change under rotations (amplitude and phase), whereas the third coordinate directly reflects the
rotation angle. This kind of quadrature filter, which is called spherical quadrature filter [10], is formed
by triplet of filters: a radial bandpass filter and its two Riesz transforms [21]. As in [10] we construct
the bandpass filter from difference of Poisson (DOP) filters, in order to get analytic formulations
of all filter components in the spatial domain and in the frequency domain. The DOP filter is an
even filter (w.r.t. point reflections in the origin) and its impulse response (convolution kernel) and
frequency response (Fourier transform of the kernel) are respectively given by:

he(x) =
s1

2π(|x|2 + s2
1)

3
2

− s2

2π(|x|2 + s2
2)

3
2

(13)

He(u) = exp(−2π|u|s1)− exp(−2π|u|s2) . (14)

For convenience, we combine the two Riesz transforms of the DOP filter in a complex, odd filter,
yielding the impulse response and the frequency response:

ho(x) =
x1 + ix2

2π(|x|2 + s2
1)

3
2

− x1 + ix2

2π(|x|2 + s2
2)

3
2

(15)

Ho(u) =
u2 − iu1

|u|
(exp(−2π|u|s1)− exp(−2π|u|s2)) , (16)

respectively. The impulse responses of the filters for (s1, s2) = (1, 2), (2, 4), (4, 8) are shown in figure 18.
The split of identity (i.e., the separation of the signal into local amplitude, orientation and phase)
is obtained by switching to appropriate polar coordinates. In particular, we transform the filter
responses according to

m(x) =
√

Ie(x)2 + |Io(x)|2 (17)
θ(x) = arg Io(x) (mod π) (18)
ϕ(x) = sign(={Io(x)}) arg(Ie(x) + i|Io(x)|) , (19)

which gives the desired amplitude, orientation, and phase information.
Figure 19 shows a radial cut through the DOP bandpass filters for a certain range of scales and their
superposition, demonstrating a homogeneous covering of the frequency domain. For infinitely many
bandpass filters, the superposition is one everywhere, except at the origin. In our system, we apply
filters on three frequency levels (see figure 18). The applied bandpasses are indicated by the darker
colour in figure 19.

Figure 19: DOP bandpass filters and their superposition approaching the identity (x–axis representing
the frequency). The superposition and the filters applied in this paper are indicated by the darker
lines.
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Abstract. We introduce one module in a cognitive system that learns the shape
of objects by active exploration. More specifically, we propose a feature tracking
scheme that makes use of the knowledge of a robotic arm motion to: 1) segment
the object currently grasped by the robotic arm from the rest of the visible scene,
and 2) learn a representation of the 3D shape without any prior knowledge of
the object. The 3D representation is generated by stereo–reconstruction of local
multi–modal edge features. The segmentation between features belonging to the
object those describing the rest of the scene is achieved using Bayesian inference.
We then show the shape model extracted by this system from various objects.

1 Introduction

A cognitive robot system should to be able to extract representations about its
environment by exploration to enrich its internal representations and by this its
cognitive abilities (see, e.g., [4]). The knowledge about the existence of objects
and their shapes is of particular importance in this context. Having a model of
an object that includes 3D information allows for the recognition and finding of
poses of objects (see, e.g., [9]) as well as grasp planning (e.g. [1], [10]). However,
extracting such representations of objects has shown to be very difficult. Hence
many systems are based on CAD models or other manually achieved information.
In this paper, we introduce a module that extracts multi–modal representations
of objects by making use of the interaction of a grasping system with an early
cognitive vision system (see Fig. 1 and [7]). After gaining physical control over an
object (for example by making use of the object-knowledge independent grasping
strategy in [2]) it is possible to formulate predictions about the change of rich
feature description under the object motion induced by the robot.



If the motions of the objects within the scene are known, then the relation between
features in two subsequent frames becomes deterministic (excluding the usual
problems of occlusion, sampling, etc.). This means that a structure (e.g. in our
case a contour) that is present in one frame is guaranteed to be in the previous and
next frames (provided it does not become occluded or goes out of the field of view
of the camera), subject a transformation that is fully determined by the motion:
generally a change of position and orientation. If we assume that the motions are
reasonably small compared to the frame–rate, then a contour will not appear or
disappear unpredictably, but will have a life–span in the representation, between
the moment it entered the field of view and the moment it leaves it (partial or
complete occlusion may occur during some of the time–steps).
These prediction are relevant in different contexts

– Establishment of objectness: The objectness of a set of features is char-
acterised by the fact that they all move according to the robot motion. This
property is discussed in the context of a grounded AI planning system in [5].

– Segmentation: The system segments the object by its predicted motion from
the other parts of the scene.

– Disambiguation: Ambiguous features can be characterised (and eliminated)
by not moving according to the predictions.

– Learning of object model: A full 3D model of the object can be extracted
by merging different views created by the motion of the end effector.

In this work, we represent objects as sets of multi–modal visual descriptors called
‘primitives’ covering visual information in terms of geometric 3D information
(position and orientation) as well as appearance information (colour and phase).
This representation is briefly described in section 2. The predictions based on
rigid motion are described in section 3. The predictions are then used to track
primitives over frames and to accumulate likelihoods for the existence of features
(section 4). This is formulated in a Bayesian framework in section 4.3. In section
5, we finally show results of object acquisition for different objects and scenes.

2 Introducing visual primitives

The primitives we will be using in this work are local, multi–modal edge descrip-
tors that were introduced in [8] (see figure 1). In contrast to the above mentioned
features these primitives focus on giving a semantically and geometrically mean-
ingful description of the local image patch. The importance of such a semantic
grounding of features for a general purpose vision front–end, and the relevance
of edge–like structures for this purposes were discussed in [3].
The primitives are extracted sparsely at locations in the image that are the most
likely to contain edges. The sparseness is assured using a classical winner take all
operation, insuring that the generative patches of the primitives do not overlap.
Each of the primitive encodes the image information contained by a local image
patch. Multi–modal information is gathered from this image patch, including the
position x of the centre of the patch, the orientation θ of the edge, the phase ω of
the signal at this point, the colour c sampled over the image patch on both sides
of the edge, the local optical flow f and the size of the patch ρ. Consequently a
local image patch is described by the following multi–modal vector:

π = (x, θ, ω, c, f , ρ)T , (1)
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Fig. 1. Overview of the system. (a)-(b) images of the scene as viewed by the left and right camera
at the first frame. (d) symbolic representation of a primitive: wherein 1) shows the orientation,
2) the phase, 3) the colour and 4) the optic flow of the primitive. (e) 2D–primitives of a detail
of the object. (c) reconstruction of a 3D–primitive from a stereo–pair of 2D–primitives. (f) 3D–
primitives reconstructed from the scene.

that we will name 2D primitive in the following. The primitive extraction process
is illustrated in Fig. 1.
Note that these primitives are of lower dimensionality than, e.g., SIFT (10 vs.
128) and therefore suffer of a lesser distinctiveness. Nonetheless, as shown in
[11], they are distinctive enough for a reliable stereo matching if the epipolar
geometry of the cameras is known. Furthermore, their semantic in terms of ge-
ometric and appearance based information allow for a good description of the
scene content.
In a stereo scenario 3D primitives can be computed from correspondences of 2D
primitives (see Fig.1)

Π = (X, Θ, Ω, C)T , (2)

where X is the position in space, Θ is the 3D orientation, Ω is the phase of the
contour and C is the colour on both sides of the contour. We have a projection
relation

P : Π → π (3)

linking 3D–primitives and 2D–primitives.
We call scene representation S the set of all 3D–primitives reconstructed from a
stereo–pair of images.



3 Making predictions from the Robot Motion

If we consider a 3D–primitive Πt
i ∈ St part of the scene representation at an

instant t, and assuming that we know the motion of the objects between two
instants t and t + ∆t, we can predict the position of the primitive in the new
coordinate system of the camera at t + ∆t.
Concretely, we predict the scene representation St+∆t by moving the anterior
scene representation (St) according to the estimated motion between instants t
and t + ∆t. The mapping Mt→t+∆t associating the any entity in space in the
coordinate system of the stereo set–up at time t to the same entity in the new
coordinate at time t + ∆t is explicitly defined for 3D–primitives:

Π̂
t+∆t

i = Mt→t+∆t(Π
t
i) (4)

Assuming a scene representation St is correct, and that the motion between two
instants t and t + ∆t is known, then the moved representation Ŝt+∆t according
to the motion Mt→t+∆t is a predictor for the scene representation St+∆t that
can be extracted by stereopsis at time t + ∆t.

t t+ td
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predicted
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predicted
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Pi k®

Pi j®

p’’
Pi k®

Pi j®

Fig. 2. Example of the accumulation of a primitive (see text).

Note that the predicted representation stems from the primitives extracted from
the cameras at time t whereas the real scene representation is issued from primi-
tives extracted at time t + ∆t.
By extension, this relation also applies to the image representations reprojected
onto each of the stereo image planes IF , F ∈ {left,right}, defined by a projec-
tion PF :

π̂F,t+∆t
i = PF `

Mt→t+∆t(Π
t
i)

´
(5)

This prediction/verification process is illustrated in Fig. 2. The left column shows
the image at time t whereas the right column shows the image at time t + ∆t.
The top row shows the complete image of the object and the bottom row shows



details of the object specified by the black rectangle. If we consider the object
A with (solid rectangle in the top–left and top–right images) that between time t
and t + ∆t according to a motion Mt→t+∆t Two hypotheses on the 3D shape of
the object lead to two distinct predictions at time t + ∆t: A’ (correct and close
to the actual pose of the object, blue rectangle in the top–right image) and A”
(erroneous, red rectangle). In the bottom row, we study the case of a specific 2D–
primitive πt

i lying on the contour of A at the instant t (bottom–left image). If one
consider that, at time t, there was two ambiguous stereo correspondences πt

j and
πt

k then we have two mutually exclusive 3D reconstructions Πt
i→j and Πt

i→k,
each predicting a different pose at time t + ∆t: 1) the correct hypothesis Πt

i→j

predicts a 2D–primitive π′ that matches with πt+∆t
i (blue in the bottom–right

image), one of the a 2D–primitive newly extracted at t + ∆t from the contour of
A, comforting the original hypothesis; 2) when moving the incorrect hypothesis
Πt

i→k we predict a 2D–primitive π′′ (red in the bottom–right image), that do not
match any primitive extracted from the image, thereby revealing the erroneous-
ness of the hypothesis.
Differences in viewpoint and pixel sampling lead to large variation in the prim-
itives extracted and the resulting stereopsis. In other words, this means that the
same contours of the scene will be described in the image representation, but
by slightly shifted primitives, sampled at different points, along these contours.
Therefore we need to devise a tracking algorithm able to recognise similar struc-
tures between heterogeneous representations.4

If a precise robot like the Staubli RX60 is used to move the objects the motion
of the robot can be used to predict the primitive positions. Hereby it needs to be
mentioned that the primitive position and orientation are usually represented in
the camera coordinate system (placed in the left camera) while the robot move-
ments are relative to the robot coordinate system (for the RX60 this is located at
its first joint). To compute the mapping between the two coordinate systems we
use a calibration procedure in which the robot end effector is moved to the eight
positions of a virtual cube. At each location the position of the end effector in
both coordinate systems are noted. The transformation between the two systems
can then be computed by solving the overdetermined linear equation system rep-
resented by the eight positions. We use the RBM estimation algorithm described
in [12] to do this.

4 Tracking 3D-primitives over time

In this section we will address the problem of integrating two heterogeneous
scene representations, one extracted and one predicted that both describe the same
scene at the same instant from the same point of view. The problem is three–fold:
1) comparing the two representations, 2) including the extracted primitives that
were not predicted, and 3) re–evaluating the confidence in each of the primitives
according to their predictability.

4 We note here that the transformation described in this section does not describe the change of
edges for a specific class of occlusions that occurs when round surfaces become rotated. In
these cases the reconstructed edges do not move according to an RBM.



4.1 2D comparison

We propose to compare the two representations in the 2D image plane domain.
This can be done by reprojecting all the 3D–primitives in the predicted represen-
tation Ŝt+∆t onto both image planes, creating two predicted image representa-
tions

ÎF

t+∆t = PF
“
Ŝt+∆t

”
, F ∈ {left,right} (6)

Then both predicted image representations ÎF

t+∆t can be compared with the ex-
tracted primitives IF

t+∆t. For each predicted primitive π̂i, a small neighbourhood
(the size of the primitive itself) is searched for an extracted primitive πj whose
position and orientation are very similar (with a distance less than a threshold tθ).
Effectively a given prediction Π̂i is labelled as matched µ(Π̂i) iff. for each
image plane F defined by the projection PF and having an associated image
representation IF

t , we have the projection πF
i = Px(Πi) satisfy the following

relation:

∃πj ∈ IF
t ,


d2D(π̂F

i , πj) < r2D,

dΘ(π̂F
i , πj) < tΘ

(7)

with r2D being the radius of correspondence search in pixels, tΘ being the max-
imal orientation error allowed for matching, d2D stands for the two–dimensional
Euclidian distance, and dΘ is the orientation distance. This is also illustrated in
Fig. 2.
This 2D–matching approach has the following advantages: First, as we are com-
paring the primitives in the image plane, we are not affected by the inaccuracies
and failures due to the 3D–reconstruction (see also [6]). Second, using the ex-
tracted 2D–primitives directly allows for 2D–primitives that could not be recon-
structed at this time–step due to errors in stereo matching, etc.

4.2 Integration of different scene representations

Given two scene representations, one extracted St and one predicted Ât we want
to merge them into an accumulated representation At.
The application of the tracking procedure presented in section 4.1 provides a
separation of the 3D–primitives in St into three groups: confirmed, unconfirmed
and not predicted.
The integration process consist into adding to the accumulated representation
At−1, all 3D–primitives issued from the scene representation St that are not
matched by any 3D–primitive in At−1 (i. e. the non–predicted ones).

At = At−1 ∪ St (8)

This allows to be sure that the accumulated representation always strictly include
the newly extracted representation (St ⊆ At), and enables to include new infor-
mation in the representation.

4.3 Confidence re–evaluation from tracking

The second mechanism allows to re–evaluate the confidence in the 3D–hypotheses
depending on their resilience. This is justified by the continuity assumption, which



states that 1) any given object or contour of the scene should not appear and dis-
appear in and out of the field of view (FoV) but move gracefully in and out ac-
cording to the estimated ego–motion, and 2) that the position and orientation of
such a contour at any point in time is fully defined by the knowledge of its po-
sition at a previous point in time and of the motion of this object between these
two instants.
As we exclude from this work the case of independent moving object, and as the
ego–motion is known, all conditions are satisfied and we can trace the position of
a contour extracted at any instant t at any later stage t + ∆t, as well as predict
the instant when it will disappear from the FoV.
We will write the fact that a primitive Πi that predicts a primitive Π̂

t

i at time t
is matched (as described above) as µt(Π̂i) We define the tracking history of a
primitive Πi from its apparition at time 0 until time t as:

µ(Πi) =
“
µt(Π̂i), µt−1(Π̂i), · · · , µ0(Π̂i)

”T

(9)

thus, applying Bayes formula:

p
“
Πi|µ(Π̂i)

”
=

p
“
µ(Π̂i)|Π

”
p (Π)

p
“
µ(Π̂i)|Π

”
p (Π) + p

“
µ̄(Π̂i)|Π̄

”
p

`
Π̄

´ (10)

where Π and Π̄ are correct and erroneous primitives, respectively.
Furthermore, if we assume independence between the matches we have, and as-
suming that Π exists since n iterations and has been matched successfully m
times, we have:

p
“
µ(Π̂i)|Π

”
=

Q
t p

“
µt(Π̂i)|Π

”
= p

“
µt(Π̂i) = 1|Π

”m

p
“
µt(Π̂i) = 0|Π

”n−m (11)

In this case the probabilities for µt are equiprobable for all t, and therefore we de-
fine the quantities α = p (Π), β = p

“
µt(Π̂) = 1|Π

”
and γ = p

“
µt(Π̂) = 1|Π̄

”
then we can rewrite (10) as follows:

p
“
Πi|µ̄(Π̂i)

”
=

βm(1− β)n−mα

βm(1− β)n−mα + γm(1− γ)n−m(1− α)
(12)

We measured these prior and conditional probabilities using a video sequence
with known motion and depth ground truth obtained via range scanner. We found
values of α = 0.46, β = 0.83 and γ = 0.41. This means that, in these examples,
the prior likelihood for a stereo hypothesis to be correct is 46%, the likelihood
for a correct hypothesis to be confirmed is 83% whereas for an erroneous hy-
pothesis it is of 41%. These probabilities show that Bayesian inference can be
used to identify correct correspondences from erroneous ones. To stabilise the
process, we will only consider the n first frames after the appearance of a new
3D–primitive. After n frames, the confidence is fixed for good. If the confidence
is deemed too low at this stage, the primitive is forgotten. During our experiments
n = 5 proved to be a suitable value.



4.4 Eliminating the grasper

The end-effector of the robot follows the same motion as the object. Therefore,
this end-effector becomes extracted as well. Since we know the geometry of this
end-effector (Figure 3 (a)), we can however easily subtract it by eliminating the
3D primitives that are inside the bounding boxes that bounds the body of the grip-
per and its fingers (Figure 3 (b)). For this operation, three bounding boxes are cal-
culated in grasper coordinate system (GCS) by using the dimensions of grasper.
Since the 3D primitives are in robot coordinate system (RCS), the transformation
from RCS to GCS is applied to each primitive and if the resultant coordinate is
inside any of the bounding boxes, the primitive is eliminated. In Figure 3 (c) 2D
projection of 3D primitives extracted from a stereo pair is presented. After grip-
per elimination, 2D projection of remaining primitives are shown in Figure 3 (d).

(a) (b) (c) (d)

Fig. 3. Gripper elimination (a) grasper and grasper coordinate system (b) bounding boxes of
grasper body and its fingers (c) primitives before grasper elimination (d) primitives after grasper
elimination

5 Results and Conclusion

We applied the accumulation scheme to a variety of scenes where the robot arm
manipulated several objects. The motion was a rotation of 5 degrees per frame.
The accumulation process on one such object is illustrated in Fig. 4. The top row
show the predictions at each frame. The bottom row, shows the 3D–primitives
that were accumulated (frames 1, 12, 22, and 32). The object representation be-
comes fuller over time, whereas the primitives reconstructed from other parts of
the scene are discarded. Figure 5 shows the accumulated representation for vari-
ous objects. The hole in the model corresponds to the part of the object occluded
by the gripper. Accumulating the representation over several distinct grasps of
the objects would yield a complete representation.
Conclusion: In this work we presented a novel scheme for extracting object
model from manipulation. The knowledge of the robot’s arm motion gives us
two precious information: 1) it enables us to segment the object from the rest of
the scene; and 2) it allows to track object features in a robust manner. In combina-
tion with the visually induced grasping reflex presented in [2], this allows for an



(a) (b) (c) (d)

Fig. 4. Birth of an object (a)-(b) top:2D projection of the accumulated 3D representation and
newly introduced primitives, bottom:accumulated 3D representation. (c) newly introduced and
accumulated primitives in detailed. Note that, the primitives that are not updated are red and the
ones that have low confidence are grey (d) final accumulated 3D representation from two different
poses.

Fig. 5. Objects and their related accumulated representation.

exploratory behaviour where the robot attempts to grasp parts of its environment,
examine all successfully grasped shapes and learns their 3D model and by this
becomes an important submodule of the cognitive system discussed in [5].

Acknowledgement: This paper has been supported by the EU-Project PACOplus
(2006-2010).
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Abstract

In this work we propose a scheme integrating perceptual
grouping into stereopsis to reduce the ambiguity of those
early processes. We propose a simple perceptual grouping
algorithm that – in addition to the geometric information
– makes use of a novel multi–modal affinity measure be-
tween local primitives. We then use this group information
to 1) disambiguate the stereopsis by enforcing that stereo
matches preserve groups; and 2) correct the reconstruc-
tion error due to the image pixel sampling using a linear
interpolation over the groups. We show quantitative and
qualitative demonstrations of those processes on a variety
of sequences.

1. Introduction

We propose in this paper an approach using feedback be-
tween two mid–level processes, namely perceptual group-
ing and stereopsis to reduce the ambiguity omnipresent at
this level of processing. We base our framework on a novel
image representation based on multi–modal local image de-
scriptors calledprimitives, introduced by [21] and applied
to stereo by [20]. In this work, we will focus on primi-
tives describing line structures, and we propose a perceptual
grouping mechanism which makes use of this rich multi–
modal information.

Perceptual grouping can be divided in two tasks: 1)
defining an affinity measure between primitives and use it to
build a graph of the connectedness between the primitives,
and 2) extracting groups, which are the connected compo-
nents of this graph. We will only define the affinity mea-
sure between primitives, and not extract the groups them-
selves explicitly, as we only need the local grouping infor-
mation for a primitive to apply the correction mechanisms
we propose in this paper. Similar affinity measures have
been proposed by [27, 26], which formalised a good con-
tinuation constraint, or [9] which included the intensity on
each side of the curve into a Bayesian formulation of group-

ing. Yet in this paper we propose a multi–modal similarity
measure, composed of phase, colour and optical flow mea-
surement, and combine it with a classical good continua-
tion criterion forming a novel multi–modal definition of the
affinity between primitives. Note that an explicit description
of the groups could be extracted easily using a variety of
techniques including: normalised [34] or average cuts [32],
affinity normalisation [27], dynamic programming [33], etc.

The interest of using perceptual organisation in the spa-
tial and temporal domains has been outlined by [31]. Here,
we will study how this perceptual grouping information can
be used to disambiguate stereopsis and 3D reconstruction
using primitives. If we assume that a contour of the image
is likely to be a projection of a contour of the 3D scene,
then we can expect each 3D contour of the scene to project
as a 2D contour on each camera plane (except in the case
of occlusion). Conversely, this also implies that any con-
tour in one image has a corresponding contour in the sec-
ond image (or it is occluded). Thus we will propose an
externalstereo confidence which estimates how well prim-
itives that are part of the same group agree with a putative
stereo–match. This allows to discard a large number of po-
tential stereo–correspondences hence reducing the ambigu-
ity of the stereo matching and of the scene reconstruction
processes.

We will test this scheme with four different calibrated
stereo sequences, illustrated in figure1. For sequences (a)
(b) and (c) we have depth values obtained from a range
scanner. Ten different frames from those three sequences
were used for quantification in this paper. Sequence (d) was
recorded outdoors in a moving car. for which we will show
qualitative results.

The novel contributions of this paper are

• a 2D grouping that uses geometric and appearance
based information,

• using the 2D grouping for improving stereo match-
ing from a very local level (in contrast to, e.g., [30],
where more elaborate features, like ribbons, were con-
sidered),



(b)(a) (c) (d)
Figure 1. The four sequences on which we tested our approach.

• applying an interpolation method that leads to more
reliable estimates of 3D position and 3D-orientation.

The grouping is part of an early cognitive vision framework
including ego-motion estimation and temporal accumula-
tion (for an outline see [37]).

The paper is structured as follows: Section2 will present
the image primitives on which we are basing our processing.
In section3, we define the affinity between two primitives.
In section4 we present a stereo–matching process based on
primitives similar to [20]. Then in section5 we propose a
simple scheme to 1) increase the reliability of matching and
2) smooth the reconstruction of a stereo sequence using in-
formation gained from the perceptual grouping defined ear-
lier.

2. 2D–primitives

Numerous feature detectors exist in the literature
(see [22] for a review). Each feature based approach can
be divided into an interest point detector (e.g. [3, 4]) and
a descriptor describing a local patch of the image at this
location, that can be based on histograms (e.g. [6, 22]), spa-
tial frequency [28], local derivatives [15, 13, 1] steerable
filters [36], or invariant moments ([23]). In [22] these dif-
ferent descriptors have been compared, showing a best per-
formance for SIFT-like descriptors.

The primitives we will be using in this work are local,
multi–modal edge descriptors that were introduced in [21].
In contrast to the above mentioned features these primitives
focus on giving a semantically and geometrically meaning-
ful description of the local image patch. The importance of
such a semantic grounding of features for a general purpose
vision front–end, and the relevance of edge–like structures
for this purposes were discussed in [7].

The edge map and the local phase are computed using
the monogenic signal (see [11]), although some other kind
of filtering could alternatively be used (e.g., steerable fil-
ters [36]). The primitives are extracted sparsely at locations
in the image that are the most likely to contain edges. This

likelihood is computed using the intrinsic dimensionality
measure proposed in [19]. The sparseness is assured us-
ing a classical winner take all operation, insuring that the
generative patches of the primitives do not overlap. Each
of the primitive encodes the image information contained
by a local image patch of a same sizeρ as the kernel used
by the filtering operation. Multi–modal information is gath-
ered from this image patch, including the positionm of the
centre of the patch, the orientationθ of the edge, the phase
ω of the signal at this point, the colourc sampled over the
image patch on both sides of the edge and the local opti-
cal flow f , computed using the classical Nagel algorithm
(see [25]). Consequently a local image patch is described
by the following multi–modal vector:

π = (m, θ, ω, c, f , ρ)T (1)

that we will nameprimitive in the following. The set of
primitives describing the stereo images is calledimage rep-
resentationand writtenI l andIr for the images from the
left and right camera. The image representation extracted
from one image is illustrated in figure2.

Note that these primitives are of lower dimensionality
than, e.g., SIFT (10 vs. 128) and therefore suffer of a lesser
distinctiveness. Nonetheless, we will show in section4 that
they are distinctive enough for a reliable stereo matching if
the epipolar geometry of the cameras is known. Advanta-
geously, the rich information carried by the 2D–primitives
can be reconstructed in 3D, providing a more complete
scene representation. Having geometrical meaning for the
primitive allows to describe the relation between proximate
primitives in terms of perceptual grouping.

3. Perceptual Grouping of 2D–Primitives

Decades ago, the Gestalt psychologists proposed a se-
ries of axioms describing the way the human visual sys-
tem binds together features in an image (see [16, 35, 17]).
This process is generally calledperceptual groupingthe
Gestalt psychologists proposed that it was driven proper-
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Figure 2. Illustration of the primitive extraction processfrom a
video sequence. The figure shows one image from the sequence
(a) from figure1, on the right, then the 2D–primitives extracted
from this image (see section2), and finally the 3D–primitives re-
constructed from the stereo–matches as described in section 4. The
bottom row shows a description of the graphic representation of
the 2D–primitives, as well as a magnification of the image rep-
resentation and the reconstructed entities. Note that the structure
reconstructed is quite far from the cameras, leading to a certain
imprecision in the reconstruction of the 3D–primitives. Wewill
propose a simple scheme addressing this problem in section5.3

ties like proximity, good continuation, similarity, symme-
try, amongst others. More recently, psychophysical exper-
iments measured the impact of different cues for percep-
tual grouping (see, e.g., [12]). Furthermore, Brunswik and
Kamiya [2] proposed that those processes should be related
to statistics of natural images, which has been recently con-
firmed by several studies [18, 8, 14].

We previously defined the primitives as local edge de-
scriptors, and that a group of primitives describe a contour
of the image. The Gestalt rule ofproximity implies that
primitives that are closer to one another are most likely to
lie on the same contour. According to the Gestalt rule of
good continuation, we will consider that contours in the im-
age are smooth, and therefore that two proximate primitives
in a group will be nearly either collinear or co–circular. In
this formulation, a strong inflexion in a contour will lead
this contour to be described astwo groups joining at the in-
flection point. Furthermore the position and orientation of
primitives that are part of a group are the local tangents to
the contour described by this group. Finally, the rule ofsim-
ilarity states that primitives that are similar (in terms of the
colour, phase and optical flow modalities) are most likely to
be grouped together. Also, we would expect such proper-
ties as colour on both side of a contour to change smoothly
along this contour.

The two first cues are joined into aGeometric constraint
that we describe in section3.1 and the multi–modal simi-
larity cue is detailed in section3.2. These two measures are
combined into an overall affinity measure that we describe
in section3.3.

Figure 3. Illustration of the values used for the collinearity com-
putation. If we consider two primitivesπi andπj , then the vector
between the centres of these two primitives is writtenvij , and the
orientations of the two primitives are designated by the vectors ti

andtj , respectively. The angle formed byvij andti is writtenαi,
and betweenvij andtj is writtenαj . ρ is the radius of the image
patch used to generate the primitive.

3.1. Geometric constraint

If we consider two primitivesπi andπj in I , then the
likelihood that they both describe the same contour can be
formulated as a combination of three basic constraints on
their relative position and orientation — see figure3.

Proximity (cp []):

cp [gi,j ] = 1 − e
−max

“

1−
||vi,j||

ρτ
,0

”

(2)

Here,ρ stands for the radius of the the primitives in pixels.
ρτ is the size of the neighbourhood considered in pixels.
‖vi,j‖ is the distance in pixels separating the centres of the
two primitives.

Collinearity (cco []):

cco [gi,j ] = 1 −

∣
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|αi| + |αj |

2

)∣

∣

∣
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Hereαi andαj are the angles between the line joining the
two primitives centres and the orientation of, respectively,
πi andπj .

Co–circularity (cci []):

cci [gi,j ] = 1 −
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sin
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αi + αj

2

)∣

∣

∣

∣

(4)

The combination of those three criteria forms thegeo-
metricaffinity measure:

Gi,j = 3

√

ce [gi,j] · cco [gi,j ] · cci [gi,j] (5)

whereGi,j is the geometric affinity between two primitives
πi andπj . This affinity represent the likelihood for a curve
having for tangents those two primitivesπi andπi to be an
actual contour of the scene.

3.2. Multi–modal Constraint

Effectively, the more similar are the modalities between
two primitives, the more likely are those two primitives to
lie on the same contour. Note that [8] already proposed to
use the intensity as a cue for perceptual grouping, yet here



we use a combination of the phase, colour and optical flow
modalities of the primitives to decide if they describe the
same contour:

Mi,j = 1−wωdω (πi, πj)−wcdc (πi, πj)−wfdf (πi, πj)
(6)

wheredω is the phase distance,cc the colour distance and
cf the optical flow distance between the two primitives
πi and πj . These metrics are similar to the ones used
in [29, 20]. wω, wc andwf are the relative weight of the
modalities, such thatwω + wc + wf = 1.

3.3. Primitive Affinity

The overall affinity between all primitives in an image
is formalised as a matrixA, whereAi,j holds the affinity
between the primitivesπi and πj . We define this affin-
ity from equations (5) and (6), such that 1) two primitives
complying poorly with the good continuation rule have an
affinity close to zero; and 2) two primitives complying with
the good continuation rule yet strongly dissimilar will have
only an average affinity. The affinity is formalised as fol-
lows:

c [gi,j ] = Ai,j =
√

G (αGi,j + (1 − α)Mi,j) (7)

whereα is the weighting of geometric and multi–modal (i.e.
phase, colour and optical flow) information in the affinity.
A setting ofα = 1 implies that only geometric information
(proximity, collinearity and co-circularity) is used, while
α = 0 indicates that geometric and multi–modal informa-
tion are evenly mixed. The groups generated for the left and
right frames for each sequence are drawn in figure1, bot-
tom row. Dark lines describe strings of grouped primitives.
One can see in those images that the major contours of the
images are adequately described.

4. Stereopsis using 2D–primitives

Classical stereopsis allows reconstructing a 3D point
from two corresponding stereo points. A review of stereo–
algorithms was presented in [24], dense two frames stereo
algorithms were also compared in [5]. In these papers the
different algorithms were compared on mainly artificial im-
ages, with a disparityd that ranges in0 ≤ d ≤ 16. In this
work we make use of a sparse, feature based representa-
tion, applied on high resolution video sequences of natural
scenes, where the ground truth was obtained using a range
scanner. The allowed disparity range for these scenes is
0 ≤ d ≤ 200, leading to a comparable level of ambiguity
(i.e. between 10 and 20 candidates depending on the primi-
tive being matched).

The stereopsis used for this paper is a simple local
winner–take–all scheme: all primitives in the right image
that lie on the epipolar line arepotential correspondences

and their individual likelihood is set as their multi–modal
similarity with the original primitive in the left image. Then
the most similar primitive is taken as the most likely corre-
spondence. The multi–modal distance between two prim-
itives is defined as a linear combination of the modal dis-
tances between the two primitives:

dm(πi, πj) =
∑

m

wmdm(πi, πj) (8)

wherewm is the relative weighting of the modalitym, with
∑

m wm = 1 (we use distance functions for the modalities
that are similar to the ones proposed in [29, 20]).

In figure6(a) the ROC curves showing the performance
of the stereo–matching when using as likelihood estimation
the similarities in each of the modalities held by a primitive,
alongside with the performance of the multi–modal distance
proposed in equation (8). We can see that: 1) all modalities
offer a discrimination better than chance between correct
and erroneous correspondences; and 2) the multi–modal
distance offers a better discrimination than the individual
modalities. In this figure we can see that the colour modality
is a particularly strong discriminant for stereopsis. Thisis
explained by the fact that the hue and saturation are sampled
on each side of the edge, leading to a 4–dimensional modal-
ity, where phase and orientation are only 1–dimensional and
optical flow is 2–dimensional (albeit the aperture problem
reduces it to one effective dimension: the normal flow).
On the other hand the poor performance of the optic flow
modality could be explained by the relative simplicity of
the motion in this scene: a pure forward translation of the
camera, with no moving object. Therefore, we would ex-
pect the performance of individual modalities to vary de-
pending on the scenario, and the robustness of the multi–
modal constraint could be further enhanced by a contextual
weighting. Nevertheless, in a variety of scenarios the use of
a static weighting proved robust enough to obtain reliable
stereopsis.

Moreover, by making use of the rich semantic informa-
tion carried by the primitives, the stereopsis yield a set of
geometrically meaningful entities rather than an mere dis-
parity map We call the reconstructed entities 3D–primitives
Π:

Π = (M ,Θ, Ω, C)T (9)

whereM is the location in space,Θ is the 3D orientation of
the edge,Ω is the phase across this edge, andC holds the
colour information for this edge — see attached material.
In figure7(a)we show the 3D–primitives that were recon-
structed after a stereo–matching based on the multi–modal
confidence from equation (8).



Figure 4. The BSCE criterion: Letπ1 be a primitive in the left
frame forming a group with a second primitiveπ2. π2 has a stereo
correspondenceπs in the right image. Bothπi andπj in the right
image lie on the epipolar lineξ1 of π1; hence these two primi-
tives are both putative correspondences ofπ1. Furthermore, the
primitive πi is clearly the most similar toπ1 (due to a closer ori-
entation), hence this stereo–correspondences1→i yield a higher
multi–modal confidence than would, e.g.s1→j . Yet, when con-
sidering the BSCE criterion we realise that only the putative cor-
respondenceπj forms a groupgj,s with πs, conserving the group
relationg1,2 betweenπ1 andπ2.

5. Perceptual Grouping Constraints to Im-
prove Stereopsis

In addition to their richness, primitives are very redun-
dant along contours, and this redundancy allows us to use
perceptual grouping to derive the following two constraints
for the matching process:

Isolated primitives are likely to be unreliable:As prim-
itives are extracted redundantly along the contours, con-
versely an isolated primitive is likely to be an artifact.
Hence isolated primitives can be neglected.

Stereo consistency over groups:If a set of primitives
forms a contour in the first image, thecorrect correspon-
dencesof these primitives in the second image also form a
contour.

5.1. Basic Stereo Consistency Event (BSCE)

As explained in section3, 2D–primitives represent lo-
cal estimators of image contours. A constellation of those
2D–primitives describe the contour as a whole. Those con-
tours are consistent over stereo, with the notable exception
of partially occluded contours — see figure1, bottom row.
Hence, if two primitives describe a contour in one image
then their correspondences in the second image should also
describe the same contour, and those two 2D contours are
the projection of the same 3D contour onto the two differ-
ent optical planes. In section3, we defined the likelihood
for two primitives to describe the same contour as the affin-
ity between these two primitives, hence we can rewrite the
previous statement as:

Given two primitivesπl
i andπl

j in I
l and their respec-

tive correspondencesπr
n andπr

p in a second imageIr; if

πl
i andπl

j belongs to the same group inI l thenπr
n andπr

p

should also be part of a group inIr. — see figure4.

We call the conservation of the link between a pair of
primitives in the stereo–correspondencesof those primitives
theBasic Stereo Consistency Event(BSCE).

This condition can then be used to test the validity of
a stereo–hypothesis. Consider a primitiveπl

i, and a stereo
hypothesis:

si→n : πl
i → πr

n (10)

and consider a neighbourπl
j ∈ N(πl

i) of πl
i such that

the two primitives share an affinityc [gi,j ]. For this second
primitive a stereo–correspondenceπn

p with a confidence of
c [sj→p] exists. We can then estimate how well the stereo–
hypothesissi→n preserves the BSCE:

E(gi,j , si→n) =

{ √

c [sj→p] · c [gi,j ] if c [gn,p] > ε

−
√

c [sj→p] · c [gi,j ] else
(11)

In other words, considering a stereo–pair of primitives:
the BSCE of a primitive in the first image with one of its
neighbour is high if they share a strong affinity and if this
second primitive creates a stereo–hypothesis such that the
correspondences in the second image of both primitivesalso
share a strong affinity. It is low if the stereo–correspondence
of this primitive and the stereo–correspondences of other
primitives part of the same group, do not form a group in the
other image. This naturally extends the concept of group as
defined in section3 into the stereo domain.

5.2. Neighbourhood Consistency Confidence

Building on the formula (11), we can define howthe
whole neighbourhoodof a primitive is consistent with a
given stereo hypothesis.

The previous formula tells us how a 2D–primitive stereo
correspondence is consistent with our knowledge of the set
of stereo hypotheses for a second 2D–primitive, in its neigh-
bourhood. Now, if we consider a primitiveπl

i and an asso-
ciated stereo–correspondencesi→n, we can integrate this
BSCE confidence over the neighbourhood of the primitive
N l

i — as defined in section3.3.

cext[si→n] =
1

#N l
i

∑

πl
k
∈N l

i

E(πl
1, π

l
k, si→n) (12)

Where#N
l
i is the size of the neighbourhood —i.e. the

number of neighbours ofπl
1 considered. We call this new

confidence theexternal confidencein si→n, as opposed to
the internal confidence given by the multi–modal similarity
between the 2D–primitives— equation (8). In figure5, one
can see that the correct correspondences have mostly posi-
tive external confidences, while incorrect ones have mainly
negative values. Therefore, applying a threshold on the ex-
ternal confidence will remove stereo hypotheses that are in-
consistent with their neighbourhood, and thus reduce the
ambiguity of the stereo–matching. Note that selecting a



threshold higher than zero implies the removal of all the
isolated primitives (as an isolated primitive has an external
confidence of zero by definition).

Figure6(b) shows ROC curves of the performance for
varying thresholds on the multi–modal similarity. Each of
the curve drawn shows the performance for different thresh-
olds (respectively threshold values of−0.6,−0.3, 0, +0.3,
and without threshold) applied to the external confidence
prior to the ROC analysis. We can see from those results
that applying a bias on the decision based on the external
confidence is improving significantly the accuracy of the
decision process. Depending on the type of selection pro-
cess desired — very selective and reliable, or more lax, but
yielding a denser set of correspondences — another thresh-
old can be chosen. The best overall improvement seems to
be reached for a threshold of−0.3 over the external confi-
dence. Nonetheless, when we consider a case where very
high reliability is required, a threshold of0 (meaning dis-
carding all primitives which are part of no group) might be
preferred. Note that when a threshold is applied to the exter-
nal confidence prior to the ROC analysis, the resulting curve
do not reach the(1, 1) point of the graph. This is normal as
the threshold already remove some stereo–hypotheses even
before the multi–modal confidence is considered.

The 3D–primitives reconstructed after such a scheme are
shown in figure7(b).

5.3. Interpolation in Space

One issue when reconstructing 3D structures from stere-
opsis is that the accuracy of the reconstructed entities is de-
creasing with the distance to the cameras, due to the pixel
sampling of the images — see [10]. Figure7(b) shows the
reconstruction of the tree (along with the road markings) in
sequence (d) — see figure1. There we can see that, al-
though all primitives describe the contour of the tree from
the same point of view, their exact position and orientation
in space vary, and they certainly do not form a contour in
space.

Yet, we do know that the 2D–primitives they are re-
constructed from a group in both stereo images (c.f. sec-
tion 5 and figure1 bottom row), and as such that they form
a smooth continuous contour. Hence we can assume that
they are the projection on the image planes of a smooth and
continuous contour of the scene (except in some extreme
cases and under rare viewpoints), and as such that the recon-
structed 3D–primitives should also describe such a curve.

A common way of reducing such noise in the sampling
of a smooth function is to use linear smoothing, hence we
propose to apply it to the 3D–primitives. For each iteration
n of this smoothing, the positionM and orientationΘ of
the primitiveΠ(n)

i are changed to the average between their

previous valuesΠ(n−1)
i and values interpolated from the

primitives reconstructed out of the two closest neighbours

of the 2D–primitive in the imagesI(Π
(n−1)
j ,Π

(n−1)
k ).

M
(n)
i =

1

2

(

M
(n−1)
i + I(M

(n−1)
j , M

(n−1)
k )

)

(13)

Θ
(n)
i =

1

2

(

Θ
(n−1)
i + I(Θ

(n−1)
j ,Θ

(n−1)
k )

)

(14)

Figure7 illustrate the reconstructed 3D–primitives from
the sequence (d) (c.f. figure1). Note that it is necessary to
choose a point of view sufficiently different from the one
of the camera to highlight the reconstruction errors, while
being sufficiently similar for the shapes of the scene to be
recognisable. We chose a point of view located high on the
right side of the scene, looking downwards at the road.

When comparing figures7(a) and7(b) we can see that
a large number of outliers are discarded from the recon-
structed 3D–primitives, leading to a cleaner description of
the scene. Figure7(c) shows the same part of the scene
(d) after 3 iterations of the linear smoothing. The 3D–
primitives forming the contour of the tree and the road
markings are now smoothly aligned.

6. Conclusion

In this paper we defined an affinity relation between im-
age primitives making use of the rich multi–modal informa-
tion available. Therefore the resulting affinity measure en-
compass more than just the good continuation cue but also
continuity in phase, colour and optical flow. We have il-
lustrated that, on varied sequence, the resulting groups fol-
low adequately the contours of the image. In a second part
we proposed a simple measure of the conservation of those
groups, and hence of the neighbourhoodstructure of a prim-
itive, across stereo. Using this conservation we could for-
malise a contextual estimation of the likelihood of a stereo
correspondence. We show that using this new external con-
fidence measure in conjunction with a similarity measure
we can improve significantly the performance of the stereo–
matching process. Furthermore, we show that interpolation
can be used over a group to correct the smoothness of the
reconstructed representation.
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(b) and (c). This work described in this paper was part of
the European project ECOVISION.
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[17] K. Köhler. Gestalt Psychology: An introduction to new con-
cepts in psychology. New York: Liveright, 1947.2
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PACO_PLUS TECHNICAL REPORT AND APPENDIX TO D8.1.1 
 

OAC-trees for guiding Discovery 
 

F. Wörgötter, BCCN, Universität Göttingen, Germany 
 
This appendix lays down a more complete description of the OAC-tree concept. It is 
therefore partly redundant to the writing of the main text. This Appendix reflects work 
in progress and does not represent publishable material in its current status. 
 
1. Introduction 
The goal of every cognitive agent must be to discover (with or without help) the 
structure and the rules of its world in conjunction with its own embodiment. To this 
end several complex processes are required and we suggest a certain type of diagram 
(“OAC-tree”, Fig. 1) as a helpful tool for structuring such a cognitive process. We are 
aware that this is at the moment a tool-in-the-making to get a first handle onto the 
required algorithmic procedures for attaching attributes to Objects, for manipulating 
OACs, and for discovering new OACs, etc. 
 
1.1 Perceptual Preconditions: 
As discussed above we will not start with a tabula rasa setup, but instead we have 
built in several perceptual properties. The robot can operate with: (Low Level) Color, 
Depth, Edges, Flow and haptically, Touch. It can to a more limited degree also 
operate with: (Higher level) Surfaces, Surface-Relations, Shapes, Rigid Body Motion, 
Weight, and Softness. 
 
1.2 Action Preconditions: 
Furthermore there are built in reflexes (like grasping reflexes, lifting reflexes, turn-
hand reflexes, etc). These reflexes are pre-programmed and stereotypical. 
 
1.3 Chain of events: 
Simply we assume that a certain percept will in an un-reflected way trigger a certain 
reflex leading to an automatism and a chain of events. 
 
Perception and action preconditions together with the chain of events constitute the 
momentarily existing the knowledge base of the agent, where knowledge includes the 
notion of behavioural repertoire. 
 
1.4 Most basic assumption: 
Following others we believe that the (ancient) law of cause and effect (e.g. Thorndike, 
1911) can be used as one of the most reliable driving forces of any cognitive process: 
If a certain percept triggers a certain reflex (chain of events) AND IF this leads to a 
reproducible and perceivable change ‘in the world’ then this can be stored as a 
candidate for an OAC, where OACs are – in our hand – the most fundamental (atomic) 
cognitive entities.  The finally stored OAC needs to be the archetype (the “abstracted 
average”) of all single instantiations of the individual “perception→reflex→changed-
perception” entities. How this can possibly be achieved will also be specified below 
via the OAC-tree structural diagram. 
 
 



1.5 Induction Law and Compositionality of OACs: 
An important notion at this point is that OACs can be used to build new OACs in an 
inductive (bottom up) way. Hence the general goal of discovering OACs is open 
ended. For example at a low level an unspecific visual percept, where the naïve agent 
assesses at a pixel level a change from one frame to the next may trigger a grasping 
reflex with very low success rate. But, if successful, it will lead to a haptic sensation 
and most often also to a changed visual percept due to having moved the grasped 
thing (here we assume that the robot has already “subtracted” the seeing of its own 
body/arm). This has been called “birth of an object” and creates an OAC at a very low 
level. Through such very basic conjectures we could let the agent self-discover many 
low-level OACs like what happens to the born object when dropping it, or discovering 
the difference between rollable (along the cylindrical side) and non-rollable (across 
the cylindrical side) for a cylinder (an experiment that had been performed by Giorgio 
Metha from the RobotCub consortium). However, it is obvious that previously stored 
OACs can be combined in an exploratory way to create a new (slightly higher level) 
OAC as soon as such an exploratory combination leads (again) to a reproducible 
outcome. OACs are compositional! Hence we can make use of compositionality in a 
much different way and just predefine much more complex perceptual entities as well 
as reflexes assuming that an agent could have reached this level of sophistication 
though composing higher and again higher level OACs from lower ones. For the 
“birth of an object” in demo 1 we do this by immediately assuming that the agent can 
assess co-planarity and perform a much more guided grasping reflex, leading to a 
much higher success rate. Essentially this agent can now discover the law of rigid 
body motion and alongside the existence of true physical entities (things, as compared 
to shadows, etc.; birth of an object). Through compositionality we are in the same 
allowed to assume that, for example, an agent can perform even more difficult pre-
programmed reflexes like “filling” and that the machine can also assess other complex 
perceptual features like the change of disparity or the closed-ness of a thing (a surface 
on top could be the indicator here). Such an example will now be used to explain how 
a “cognitive process” could be started and formalized in an algorithmic way to be 
useful for a machine. 
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Fig. 1) OAC – Tree Diagram 
 



2. OAC-trees 
In the following description numbers in braces (e.g. 1…6, given in Fig.1) will denote 
that at this point a sub-process is required, which will be specified later. First we will 
give a general description. We start with a certain knowledge base namely: any-object 
affords filling1. Hence the agent can perform a filling reflex by grasping a (different) 
container and turning it over, above the any-object entity. Clearly we assume that the 
agent can also perform a turning reflex of its hand/arm (leading to the action of 
emptying) and in a similar way it can do a swiping motion slightly below a seen 
surface, which will be good enough to remove a loose lid from a container (“opening”) 
and more along these lines. In the beginning the only existing behavioural repertoire 
is described by any-object affords filling. The OAC-tree (left side) shows that the 
agent will perform this three times, twice with success (1) and a third time failing (1) 
leading to surprise (2) and the necessity to resolve the surprise (3). This can be 
achieved by any learning procedure. Here we use supervision and the agent is being 
told to “try the emptying reflex”. After doing this the agent needs to ascertain change 
(4): which of all possibly changing percepts is causally related to the performed 
emptying action? This requires also a process of  “abstraction” (5), for example to 
figure out that sometimes changes occur in a correlated way (e.g. grasping will 
usually lead to a touch sensation and a changed visual percept). Clearly an agent is 
here faced with a credit assignment problem and possibly also with a frame problem. 
Hence ascertaining change is a non-trivial process (to be specified below) and 
constitutes possibly the most sophisticated cognitive accomplishment of such an agent. 
The agent could now try to back-up (6) and perform the filling action next. If backup 
is successful the agent could conclude that there is an additional attribute (or 
correlated set of attributes) to the any-object, which makes it fillable and this attribute 
is the one (or set) that has (have) been changed through emptying. The same 
branching process continues if the agent encounters another surprise (e.g. a closed, 
full or empty, object). The process of backup (6) will continue to attach attributes to 
the object class “fillable objects” (commonly called “containers”), which need to be 
empty, open, upright, obey certain shape characteristics (hollowness) and must not 
have a hole at the bottom, where the tree in this Figure does not show all these 
branches. 
 
We note, OAC-trees are not decision trees or planners. They are meant to be a first 
diagrammatic step towards visualizing and implementing a fairly complete reasoning 
and learning process. Furthermore we note that the depicted tree treats the case where 
through the process of backup attributes can be attached to objects. Different trees are 
possible, which allow discovering new object classes on their own (see section 4). 
 

                                                 
1 Note, the “object-ness” required to start this tree could have been derived from the “birth of an 
object” process of demo 1. 
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Fig. 2) Ascertaining Change (Process 4) creates a new OAC-candidate. 
 
3. Towards an algorithmic specification of processes 1-6 
Note, all processes described below are to some degree stochastic, hence require 
repetition to ascertain validity. 
 
Process 1, “Success&Failure”: This process will also lead to the building of an inner 
model. To this end we define the following recursive double-process here: 
Aa) Success is measured as the deviation of the actual observed outcome of a chain of 
events from the expected outcome, where the expected outcome is given by an inner 
model of the given OAC in the agent. A small enough deviation (assessed by 
thresholding) from the inner model triggers is counted as Success a too large 
deviation as Failure. 
Ab) The inner model can initially be empty. The inner model will be updated with 
every success by using the observed outcome and averaging it with the currently 
existing inner model2. 
 
Process 2 “Surprise”: Surprise is elicited on Failure (passing the threshold, see 
above). 
 
Process 3 “Resolving Surprise”: Surprise can be resolved by any learning method. 
We have either Trial&Error Learning or Reinforcement Learning or Supervised 
Learning (Instructions). The influence from outside increases along these lines, but so 
does the speed of learning. One or more of these methods needs to be implemented. In 
humans trial and error is usually the immediate choice after surprise has happened and 
will be replaced only after frustration with asking for help. 
 
Process 4 “Ascertaining Change”: The agent needs a difference-sensitive mechanism 
that compares a stored prior percept before the new action with the observed outcome 
(posterior) after the new action. This process is very similar to the difference-
mechanism used to trigger surprise in Processes 1 and 2 only here it is operating on 
percepts and not on the inner model. The observed change(s) should be used to start 
filling the next stage using the posterior (percept after action) as the next expected 

                                                 
2 We note: Since the first inner model can be empty, in this case first success will be TRUE whatsoever 
and the second inner model will be identical to the first observed outcome. If this (for an external 
observer) is wrong, it will not matter as long as the used OAC will change the world in a roughly 
reproducible way because repeating the OAC will drive averaging away from the at first encountered 
contingency. Note, in this case the agent will experience surprise when doing this OAC the second time. 



outcome of the next stage of the inner model. The stored prior should be used to build 
the prior of this OAC. This way a new OAC becomes visible (see Fig. 2), but at this 
stage the agent cannot be sure about the new OAC (Process 6, below, can ascertain 
this though). In section 4 we elaborate on the pitfalls of Process 4. This is a difficult 
process and PACO-PLUS cannot claim that we have fully understood all underlying 
implications here. This will be part of the work of the next period. 
 
Process 5 “Perceptual Abstraction”: The agent requires a process that allows 
subsuming multiple perceptual changes into one relevant (more abstract) OAC 
attribute. This can be achieved by assessing correlations between perceptually 
changing entities: If A always changes together with H then they can be subsumed 
into one larger attribute-type for the new OAC. 
 
Process 6 “Backup”: If the agent can perform the prior planned action, then we can 
ascertain that the suspected new OAC, found with process 4, is indeed likely to exist. 
We can attach a new attribute to the object. 
 
At the moment PACO-PLUS is working on the algorithmic specification of these and 
some other processes hoping to arrive this way at a procedurally specifiable cognitive 
architecture. 
 
4. More specific cases 
The following discussion will briefly introduce several more specific cases to show 
that the OAC-tree concept is fairly general and can be applied across a wider domain. 
Clearly we may encounter restrictions at some point, but so far this tree could be 
augmented to also be able to discuss more complex cases and additional processes 
required to resolve these. This section is mainly meant for the interested reader to be 
able to better assess how OAC-trees can be used to visualize different processes and 
their difficulties. We keep descriptions very brief here and refer to the trees 
themselves for explanations. 
 

1) Fig 3 shows the distinction between attaching an attribute to an object (pointy 
objects without thread [or after removing the thread with a file] can be 
hammered) as compared to discovering a new object class (objects with thread 
[which we choose not to remove] need to be screwed).  

2) Fig. 4 shows a work-in-progress diagram that tries to elaborate on Process 4 
(Ascertaining change), discussing some of the difficulties on assessing 
changes at perceptual priors or posteriors, respectively. Here we also begin to 
discuss that actions can change (damage) the tool,  which is a special case but 
can be resolved using the OAC-tree to depict yet another process (called 
“Transferring Inference”). 
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Fig. 3) OAC-trees allow for the distinction between discovering attributes as 

compared to discovering new objects or object classes. If “backup” is possible 
then this is a strong indication for an attribute. 
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case (A, bottom) but requires that the agent needs to have performed successful cutting beforehand to get to this.
The idea would be to  hence to compare Objects O1 and O2  !!!BEFORE!!! performing the 
respective actions on them. (or to remember how they had been before having changed them - a thing much harder for a 
human/agent).
This should at least allow to attach some hypotheses to O2 (like “Rocks are ‘usually’ non-smooth, heavy and non-flat as 
compared to paper which is smooth, light and flat”).
Clearly the example B shows that flat versus non-flat is problematic, if the paper is crumpled. Also clearly this problem shines up 
for ALL such hypotheses: . There is a “credit assignment” problem together 
with a pronounced frame problem (which of all zillions of possible Priors could have been the relevant one???????). Still if one 
uses two action-cases only (pairwise comparison) and looks only at very low levels of the Assumption Hierarchy (Page1) some 
mild conclusions ought to be possible even here (Heavy and non-smooth are the candidates, here).
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For case B the key claim is that:  with less 
credit assignment problem because of the law of  cause and effect. The frame problem might shine up and can only be reduced 
by repetition and assessment of repeatedly changing perceptual posteriors (as opposed to spuriously changing ones).
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On Transferring Inference: 
If we have through repetition arrived at a “well-consolidated inner model” of an OAC, then we must conclude that “something 
else” has changed if the expected outcome (predicted by the inner mode) of the action does not happen. In a limited scenario 
this requires concluding that “the other object” (the scissors) must have changed. Either we can now at the scissors try to 
assess priors (which is hard) or someone could tell us to “sharpen the scissors and then perform a backup. This way the 
attribute “sharp” could be attached to object class O3 as a precondition for cutting.

Transferred
inference:
O3 must have
changed!

Or: Tell this to the robot here

 
 

Fig. 4) Different, more complex, reasoning processes depicted by OAC-trees. 
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